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We investigate robustness of probabilistic storage and retrieval device optimized for phase gates to noise.
We use noisy input composed of convex combination of unitary channel with either depolarizing or dephasing
channel. We find out that the resistance to dephasing noise is higher than to depolarization. Interestingly, for the
depolarization the retrieval reduces the degree of noise. We also examine the possible realizations showing that

their performance is different when the noise is present.
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I. INTRODUCTION

Quantum information theory and quantum computers
themselves, started to draw more attention since the discovery
of the first algorithms with potential quantum speed-ups such
as factorization or quantum search [1,2], or seminal work on
quantum cryptography [3]. The theory itself is bounded by no-
go theorems [4—7]: theorems that put limitations on what the
quantum processing of information can achieve. There exist
two different conceptual ways how to circumvent the no-go
theorems: either give up the exactness, or the determinism of
the performance. In other words one is either satisfied only
with approximate solutions or one keeps the requirement of
exact solutions, with the caveat of only a certain probability
of successfully reaching them.

At the heart of a classical computer science lies the concept
of processor. Therefore, one envisions a similar device also
for a quantum computer, a so-called quantum processor [8].
However, due to the no-programming theorem [8], one can
never construct a truly universal quantum processor capable
of executing all transformations with absolute precision. One
way of dealing with the no-programming theorem is to define
processors that are able to implement the exact transforma-
tion, however, only with some probability [9,10] (the other
way is to use approximate processors [11,12]).

In a sense the complementary problem to quantum pro-
gramming is known as quantum learning. The aim is to design
protocols to store and retrieve the action of an unknown quan-
tum transformation. Informally, the goal of the storage phase
is to exploit the transformation device given number of times
N and imprint its transformation into a quantum state of some
memory system in a way that during the retrieval phase this
state enables us (using the quantum processor) to implement
the stored transformation given number of times M. There are
several variations of this problem and a few of them has been
already considered [13—16]. In this work, we investigate the
noise robustness of optimal probabilistic storage and retrieval
device (PSAR) for qubit phase gates introduced in Ref. [16].

Following Ref. [16], consider a one-parametric set of uni-
tary gates U, = |0)(0| + ¢|1)(1] acting on a qubit Hilbert
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space H,. We assume that during the storing phase (see Fig. 1)
we can access the unknown unitary gate N times and produce
a state wy (memory). This state is used in the retrieval phase
to restore the action of the gate with a probability of success
Dsuccess = N/(N + 1) independent of U,,.

In this work we aim to analyze the performance of the
PSAR devices introduced in Ref. [16] in cases when during
the storing phase the ideal unitary gates are replaced by their
noisy versions. In particular, we consider two different noise
models: depolarizing and phase-damping ones. The retrieved
channels will be compared with the stored noisy gates, but
also with the noiseless unitary gates. The paper is organized
as follows. In Sec. II we describe the mathematical framework
of quantum networks used to formulate and solve the problem.
Section III provides mathematical formulation of the problem
and introduces the noise models we investigate. In Sec. IV we
discuss in detail the case of 2 — 1 PSAR and Sec. V contains
generalizations for N — 1 case. The implementations are
studied in Sec. VI and Sec. VII summarizes the conclusions
of the performed analysis.

II. QUANTUM NETWORKS

Mathematical formalism used in this paper stems from the
framework of quantum networks [17-20]. Let us denote by
L(H,) = L, the set of linear operators on a finite-dimensional
Hilbert space H, and by L(H,, Hp) = Ly the set of linear
operators from H, to H;,. Quantum operation O : L, — L, is
a completely positive trace nonincreasing linear map. Trace-
preserving quantum operation, thus mapping quantum states
into quantum states, is called quantum channel.

There exists a one-to-one correspondence
(Choi-Jamiolkowski isomorphism) between linear operators
A € L(H,, Hp) and vectors |A)) € H, @ Hyp:

A=) Amlm)inl o |A) =" Aplm)in),

where A,,, = (m|A|n), {lm)} and {|n)} are orthonormal
basis of H, and H,, respectively. Similarly, every quan-
tum operation O is associated with a positive operator

©2022 American Physical Society
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FIG. 1. Schematic image of device PSAR optimized for imple-
mentation of channel U, for a general case when we have access to
unitary channel N times with the input state |{) from Eq. (2). At the
output of register Hp, we expect to retrieve the unitary channel in
case of successful implementation. The state |£) is the one we desire.

(Choi operator)
Opa = (O @ L)) (1),

where Z, is an identity map on L£(H,) and I € L,, is the
identity operator, i.e., [I)) = )", |n) ® |n).

Consider a composition of two operations O : L, — L,
and O : L, — L.. Then, the Choi operator of the composition
O o O is expressed via link product denoted by x and defined
as follows:

[O* 5]ac = trh[(ﬂc by OZZ)(HLI 02 5bc)]»

where 7}, denotes partial transposition on space H;, and I,
stands for the identity operator on H,.

Quantum network R (also known as quantum comb) is a
concatenation of quantum operations Oy, ..., Oy (see Fig. 2),
where some outputs of the preceding operation are connected
with some inputs of the subsequent one. The connectivity
structure is included in the definition of each particular link
product in the whole sequence of compositions. As a result
after linking operations some of the outputs and inputs re-
main open, thus, allowing the quantum network to accept
quantum channels and operations of a suitable input-output
type at its inputs. Overall the quantum network R transforms
N — 1 operations into one quantum operation. The associated
Choi operator of quantum network R is an operator RN =
01 x Oy x - - - x Oy acting on the Hilbert space Hiy ® Hout
where H;, = ®f’= _017-[2,- represents the causally ordered input
spaces and Hoy = ®§V: BI’H%H stands for the output spaces.
Choi operators of deterministic (trace-preserving) quantum
networks obey the recursive normalization conditions:

trog—1[R"] = Inp o @ R,

|o
—
o
o

IN-2]

O (@ On

FIG. 2. Depiction of a quantum network formed by a concatena-
tion of N quantum operations {O;},i =1,...,N.

for k=1,---,N. For probabilistic quantum network S
there always exists a deterministic quantum network R such
that S < R. Collection of probabilistic quantum networks
Si, ..., Sy summing up to a deterministic quantum network
> .Sy =R form a generalized quantum instrument. Gener-
alized quantum instrument fulfills a similar role for quantum
networks as does quantum instrument for quantum channels.
The index x represents the corresponding classical outcome.

III. PSAR WITH NOISE

The optimal probabilistic storage and retrieval (PSAR) for
phase gates introduced in Ref. [16] consists of the probe state
|W)aa, where A labels all inputs of N phase gates and A’
represent the ancillary part of the memory, and the retrieval
operation R, using the memory M to implement the phase
gate action on the unknown input system C that is transformed
into the system D (see Fig. 1).

In particular, during the storing this state is transformed
nto

Wy) =Up ® -+ @ Uy @ Iy|W)an, (D

where U, = |0)(0] + e'?|1)(1] is the phase gate. It was derived
in Ref. [16] that optimal probe state takes the form

W) aa 2)

1
= —— P Im)an.
VN +1 ;

where TII; are projectors onto Hilbert subspaces H;.
These subspaces follows from the irreducible representations
of U(1)

N
UN =P e @1y, 3)
j=0

where I,,; stands for identity operator in the multiplicity sub-
space ’Hm/ , thus, inducing the decomposition Hs = > j H; ®
H.n, with one-dimensional ;. Consequently,

W) 4)

1 .
= — eVl ;).
T DI
We may set IT; = [j)(j| with |j)=[0*""))® |1%/) €
HEN. Then [W)ax = (1/V/N+ DY, [77).
Let us denote the memory state as W, = [W,,) (W, |. It was
shown in Ref. [16] that using the Choi operator

N-1 1

Ro=@ Y W+kJ+kul +k.J+K @ kkiepkK|
J=0 k,k'=0

associated with the retrieval operation R, the action of the
retrieval is evaluated as follows:

Ry* W, = try[R(¥] @ Icp)| = (VIR W)
N
CON+1
where |U%) = (1/+/N +1)®; e"7*|I;)) and N/(N + 1) is
the success probability, because

1Up ) (U,

N +
Rﬁ%*l%)(él=N—+1U¢IE)(«§IU¢§. ®)
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FIG. 3. Schematic image of device PSAR implementing channel
&, twice with the input state |y) from Eq. (2). At the output of
register Hs, we expect to retrieve the unitary channel, possibly with
some noise, in case of successful implementation.

There are several variations how the noise can enter the
design of the storing and retrieval procedures. In what follows
we will assume the performance of the black box PSAR in-
troduced in Ref. [16] is unchanged and only the phase gates
we are aiming to store are noisy. That is, instead of U, (-) =
U, U the phase gates implement the following transforma-
tion Sw = qU, + (1 — ¢)N, where N is the noise. We will
consider two types of noise:

(1) Depolarization. In this case we set N' = C;/,, where
Ci /2 stands for the completely depolarizing noise (also known
as white noise) transforming any quantum state o into the
complete mixture, i.e., C;2(0) = I/2. The phase gate imple-
ments the channel

Ep = qUy + (1 — q)Ci )2,

being a convex combination (g € [0, 1]) of the desired uni-
tary channel and a completely depolarizing noise C;,, with
the Choi operator C = %(|OO) (00] 4 |01)(01] 4 [10)(10] +
M)A =1 ®1)/2.

(2) Dephasing. In this case we set N' = P, where P stands
for the completely dephasing channel for all states o dimin-
ishing off-diagonal terms in the computational basis identified
with eigenvectors of o, operator, i.e., P(0) = %(Q + 0.00;) =
diag[o] = (0]e]0)|0)(0] + (1]o|1)|1)(1]. That is, phase gates
are implementing convex combination

Fo=qlly + (1 — )P,

where g € [0, 1] and the Choi operator of the completely
dephasing channel reads P = |00) (00| + [11)(11].

IV. CASE STUDY: 2 — 1 PSAR WITH NOISE

In this section we will investigate in detail the situation
when the unknown noisy phase gate device is used twice in the
storing phase. The situation is depicted in Fig. 3. For brevity
we introduce the following notation for the involved Hilbert
spaces Hi3 = Ha, Hoa = Hp, Ho = Hc,and Hs = Hp. Choi
operator for two uses of the considered channel is given as
follows:

EZs = *|US),,(US + (1 — ¢)Ni2 ® Ny
+ (1 = (U )12 (U, | ® N3
+ Ni2 ® [Up )34 {(U, ).

Unitary phase gate part can be written as follows:
U =100)(00] 4 € (|01)(01] 4 [10)(10]) + €™ [11)(11]
2 2
=D @6, =) k) k +¥3)3],
j=0 k=0
where we introduced the vectors [0) = |00), [T) = |01), |2) =
[11), |3) = [10) and I, denotes the identity operator on

multiplicity spaces. Using this notation the probe state |\W¥)
reads

2
W) =P _3|Hj»AA’ = E(IOO) + 111) +122))an

A. Depolarization noise

For the depolarizing noisy phase gates the storing results
in the state

v, = Effm * |W)aa (W]

= tra[(EE35 ® In) (W) an (W™ @ Ip)]

=q’0"" +q(1 = @Y + ")+ (1 - ¢)*c"°

(6)
where

0" = trA[(’U®2>)<<U®2’AB ® IA’)(| )( ‘AA/ ® IB)]

= @ U709 7Y (kk| gar, (7
Jok= 0
1 1
0“¢ = trA|:<5112 ® 5134 ® IA'>(|‘I’)AA’<‘I’|TA ® IB):|

2

I 1 R

=X 5<IB ®) |k><k|Af), (8)
k=0

0V"¢ = L(Igg + Mg + Mz + Mgp + M5 + Isz) +

+£€(132)(01] + 122)(11]) + c.c. 9)

0V = L(Mgy + M7 + Mgz + Mz + My + Mg5) +
+£€(|11)(00] + |21)(30]) + c.c., (10)

where we used the notation I5; = [} j)(j j|. The evaluation of

the retrieving instrument

1 1
Re=@P > V+kJ+ul +K.J+K|® kk)co (k'K
J=0 k,k'=0

acting on the stored state [Eq. (6)] reduces to its evaluation for
individual terms [Egs. (7), (8), (9), (10)] gives

Ryx 0"V = 31U, ) (U, |,

Ry % 0" = LU N (U, | + (100)(00] + [11)(11])],
RS*QC’U = RS*QU’C,

Ry % 0“€ = £(100)(00] + |11)(11]).
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It follows the retrieval results in the transformation

Ry » W, = try[Romen (o ® Iep)]

21 g(1+q)

- 3[%%» (U, |
1—q2

+ (|00><00|+|11><11|)}
2(1+q>2 1—g
= 3 (B )

being a convex mixture of the desired phase gate and the
phase damping channel P. The success probability equals
(1 + ¢)?/6, thus, it depends on noise parameter g. Let us re-
call that the retrieved channel possesses qualitatively different
noise if compared to the originally stored channel.

B. Dephasing noise

We will follow the same calculation as for the 2 — 1 case
of depolarization. Choi operator in this case has the following
form:

E2 = QUM 02U, | ® [Up)34 (U, | + (1 — q)*Pia ® Py
+q(1 — @)((UpH 124Uy | ® P3s + P12 ® |UpN34(Uyl),

where P = Z}:o |jj)(jjl|. After the storage, the memory is
found in the state

v, F A * [W)aa (W]
— )" + ")+ (1 — gy,

Y

=q’¢"" + 401

where state oV-V
oV'" = L(Mgy + M7 + Maz + e [T1) (22| + c.c.),
o™V = L(Igy + My + gz + e #[00) (11| + c.c.),
0"’ = 3(Mgg + Mg + Myy).

is the same as in Eq. (7) and

Using the phase gate PSAR retrieving operation we obtain
$UUN Uyl + P)ep,
Y = U ) (U,

Ryx oV'F =Ry x 0"V =

Ry » oP'F = %PCD, Ry x 0¥

Putting it all together we find
R, * "Ij<p = try [RS,MCD (\IJ;‘?/[M ® ICD)]
= 219U MUyl + (1 — )Pep].  (12)

The success probability equals 2/3 and is independent of
noise parameter g. Moreover, the retrieved channel coincides
with the noisy phase gate, i.e., the dephasing noisy phase gates
are optimally stored and retrieved by PSAR protocol.

V. N — 1 PSAR WITH NOISY PHASE GATES

Let us start the general N — 1 analysis with the depolar-
ization noise. Performing a direct calculation of the retrieval
for PSAR derived in Ref. [16] we find out that for arbitrary N

if we leave N_+1 in front of all the parentheses then the factors

next to |U,)) {U,| follow the pattern:

lf“(l Q'+

N
1=g"(1 = ¢)°
x4 (1= X

Y

1
a1 —q >N1+1—q<1 V. (13)

Similarly the factors in front of |00) (00| 4 [11)(11] are of the
form:

0 1
154" (1=’ +N5a" (1 —9)'+

2

N
+N2N 1q(l—q)N L ipd' - (14)

In these expressions we can identify binomial distribution and

the whole action of the retrieval process results in the retrieved
transformation

1 /N
Rxw, = N+1 (k)qN_k(l -9
N — k
X [TIU«J))((UM + i(IOO)(OOI + |11>(11|)]

N+
=N 1)[1 _ql o) (Ul

l—gq
+ m(|00><00| + |11><11|)}-

Using this result we can formulate the following theorem.

Theorem 1. Implementation of the optimal phase gate
N — 1 probabilistic storing and retrieval device on noisy
phase gates with the depolarization noise, i.e., &, = gld, +
(1 — g)Cy/> implements the noisy channel

U, + —P, (15)

where P denotes the complete phase damping transformation,
i.e., full diagonalization in the computational basis. The prob-
ability of success is given by the formula

N 1+g¢g N
_N—+1<T) : (16)

psuccess

We can see that with the increasing number of uses of noisy
phase gates, the probability of successful retrieval is vanishing
as N goes to infinity, however, the quality of the retrieval is
exactly the same.

The same analysis for the case of dephasing noise is more
straightforward. The calculation gives that the retrieved chan-
nel is independent of the number of uses N, thus, the optimal
PSAR for phase gates does the same job also for their noisy
version if the noise is modeled by the discussed dephasing.

Theorem 2. Implementation of the optimal phase gate
N — 1 probabilistic storing and retrieval device on noisy
phase gates with the dephasing noise, i.e., F, = gl, + (1 —
q)P implements the noisy channel

]-"(; =qU, + (1 — ¢)P. (17)

The probability of success is given by the formula pgyccess =
N/(N + 1).

052416-4
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FIG. 4. The dependence of the success probability pg.. on the
noise parameter ¢ for different number N of uses of the channel. The
solid lines represent the cases of depolarizing noise and dashed lines
illustrate the cases of phase damping noise.

Comparison

Figure 4 illustrates the dependence of success probability
of the retrieval on the noise parameter g for both depolarizing
(solid lines) and dephasing (dashed lines) noisy phase gates
forcases N = 1, N =3, N =7, and N = 15. The probability
of success for dephasing noise is higher. In case of depolar-
izing channel the success probability goes to 0 together with
q (increasing noise), but there is always some interval of high
q for which the success probability is improving if compared
with one use success rate 1/2. Surprisingly, for larger degrees
of depolarizing noise, more uses do not lead to improving the
success probability. In Fig. 5 we compare the degree of noise
of the retrieved transformation ¢’ with the original degree of
noise g of phase gates for both types of noise: depolarizing
channel (solid lines) and dephasing noise (dashed lines). For
both cases the relation ¢ — ¢’ is independent on the number
of uses N. In case of dephasing ¢’ = g, thus, the noise is the
same. However, for case of depolarizing noise, ¢’ = 2¢/(1 +
q) = q. Therefore, we may conclude that PSAR reduces the

~
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FIG. 5. Comparison of noise degrees ¢ (before the storing) and
q (after the retrieval) for depolarizing noise (solid line) and phase
damping noise (dashed line). The values are independent of number
of uses N.

A
s —

B} —{E]

FIG. 6. Vidal-Masanes-Cirac realization scheme for arbitrary
N = 2% — 1 times of applying the channel £, N times with k being
the number of qubits.

depolarizing noise. Unfortunately, this noise reduction does
not improve with the number of uses.

VI. IMPLEMENTATIONS

In this part we will study two different implementations of
optimal PSAR device for phase gate: first one due to Vidal-
Masanes-Cirac from Ref. [14] limited to N = 2¢ — 1 uses and
the one reported in Ref. [16] minimizing the size of the storage
register to single qudit. Both are equivalent if noiseless phase
gates are considered, however, in the presence of noise they
may lead to different results.

A. Vidal-Masanes-Cirac

First of the implementations originally proposed by Vidal,
Masanes, and Cirac in Ref. [14] is depicted in the Fig. 6. The
N =1 storage consists of the application of the noisy phase
gate on the state |+) = (|0) + |1))/ /2 to obtain the state

1 —
W, = E,(|+)(+]) = Fp (1) (+]) = qU, &) EIU] + qu,

Let us stress this state is the same for both considered noises.
The retrieval step is composed of the application of the con-
trolled NOT gate Ucnor on the unknown state |£) = a|0) +
b|1) (the control system) and the stored state W, (the target
system), i.e., the final state reads

g, = Ucvorll§) (5] ® W,]
= 3qU, |€)(§1U; + (1 — g)diag(£)] ® |0) (0|
+ 3[qU_y |E)EIUT, + (1 — g)diag(&)] ® [1)(1],
(18)

where diag(§) = (01£]0)|0)(0] + (1|&[1)|1)(1]. Measuring
the memory register in the computational basis the outcome
value O identifies the successful realization of the noisy
phase gate

6)(€] = qU,I§) (51U, + (1 — g)diag(§),

with success probability pguccess = 1/2. The case of failure can
be corrected by storing and retrieving sequence of two phase
gates

W = E (1) (+]) = Fyp(Fp(I4+)(+1)

052416-5
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FIG. 7. Implementation of noisy channel EfN using virtual qudit
and shift-down operator Cg defined in Eq. (21).

-

2

1.

= q"Up, |§)(EIU;, +

Applying Ucnor as before on the reused state S(]) =

fail —
qU_y|E)EIUT, + (1 — g)diag(&) that left after failure and
\IJ(E)Z) results in

g = UCNOT( fail ® ‘Ij(z))
= iU, IE)(EIU] + (1 — ¢*)diag(€)] ® |0) (O]
+ U3, ) EIUT, + (1 — gP)diag(E)] ® |1)(1],
(19)

with success probability 1/4. We can iteratively continue to
correct the failures by storing and retrieving sequence of 2%
phase gates in the kth correction. In particular,

= = Vowor(eti " © )
—i[NU(§)+(1—Nd' 0)(0
= xld g )diag(§)] ® [0)(0]

2k q N(ﬂ ) 1 g( )] | )< |’

where N = 2% — 1 equals to the total number of uses of noisy
phase gate. Summing up the success probabilities we obtain
for the total success rate

psuccess:%‘i‘%‘f‘"'%:N/(N-l-l): 1 — 50
but let us stress that for each k the implemented channel is
different. Therefore the above success probability cannot be
associated with implementation of particular noisy channel.
The larger the k the smaller the success probability and the
noisier the retrieved phase gate.

B. Virtual qudit

The implementation of PSAR for arbitrary N introduced
in Ref. [16] is removing the use of ancilla A’. Instead of
W) = \/A}iﬂ >_;1jj) this construction uses the state |2) =
\/N;T-l > |7), where |j) = [0®V=)) ® |1%/) are states of N
qubits system (see Fig. 7). Each of the qubits is transformed
by the phase gate to store the action in the state

Qy=&,® - Q& (Q)(QD.

Without noise the states €, belong to d = (N + 1)-
dimensional subspace. Therefore, the retrieval operation is
considered only on this virtual qudit subspace H,; C ’H?N =
‘Ha. However, in our case whole Hilbert space matters.
Following the original implementation from Ref. [16] we
introduce the conditional shift as follows:

Colle)® 1) =c) ® [t & c)
Colle) ®1t1)) = lc) ® It 1), 2

for all vector states |7 ;) orthogonal to all vectors | j). In other
words the conditional shift acts as identity on the subspace
orthogonal to virtual qudit system.

1. Dephasing noise

Let us start with the dephasing noise and perform the
calculation explicitly for the case of N = 2. The memory state
equals

QP = F2(eueD
= USX(Q)(QD) + (1 — 9)*PE*(12)(Q)
+q(1 — PlU, ® P) + (P RU)IIQNKQD),  (22)

where
UZAQ) = §[Tgry + ¢ Xgr + Xip) + ¢ 29X + ccl
Uy, ® PYR) = §[Tg; + e X5 + ¥ Xo7],
(P ®U,)(Q) = §[Tgr; + ¢ “Xor + € Xpg),
(P ® P)(Q) = ;M. (23)

where we used the notation Q = |Q)(Q2|, Iz = |0Y(0] +
I1)(1] + |2)(2| and Xy = |7)(k|. Retrieval then results in the
state

Co[é ® QY] = 3q°U,EU,) + (1 — ¢*)diag(§)] @ Mgy
+ 5[4°U 28U, + (1 — ¢*)diag(é)]
® 12)(2l,
where Tg; = [0)(0] + [1)(T] and diag(§) = (01£]0)|0)(0] +

(L|€]1)|1)(1]. It follows the retrieval is successful with proba-
bility pouccess = 2/3, when the channel § — ¢*U,§U; + (1 —
g*)diag(£) is retrieved. The noise of the retrieved channel is
higher.

The calculation for more general case of N — 1 storage
and retrieval protocol gives

Cols ® "]

1 .
= N—_{_l[qNutp%'U(; + (1 — ¢")diag(§)] ® U=

b [ U £ Uy, + (1 — ¢ )ding(6)] ® [N (N,
N+1

where [gr—x—1y = 21}’:_01 |7)(jl. As N is increasing the prob-

ability of success is increasing, however, also the noise of the

retrieved channel is increasing and in the limit completely

diminishes the dependence on ¢ and converges to purely

dephasing noise P.
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2. Depolarizing noise

It is more involved to get the general formula for the
general case of depolarizing noise. In what follows we will
explicitly investigate the case of 2 — 1 PSAR of depolarized
phase gates and illustrate the behavior. After applying the
phase gate twice its action is stored in the state

QY = (1R = U R) + (1 — 9’ C3(R)
+qg(1 — @)Uy, ® Crya + Crpo @ UyI(R),
where
USH(Q) = $[Mgr; + €% (Xy5 + Xop) + €79 X5 + ccl,
CH3(Q) = 1110)(0] + 1) (1] +12) 2] + 13) 31
H[2Tg7 + sz + € (X35 + Xap) + ccl,
1205 + Mgz + € (X5 + X53) + ccl,

Uy ® Ci2)(R2) =
Crp @UL)(RQ) =

where we used the same notation as before. The retrieval
outputs

Cols ® Y]
= 141 — 9)[£510)(01 ® T)(T| + £Z11)(1] ® [0)(01]

1 co(1 1, 1\
+ | g2l + DUSU, + (— - 549 - —q)dlag(é)}

4 12 6
® Igr
1 A o
|30V EUY, + 50— ¢diag®) | © D)2
Lo le_Llsema (24)
P '

Measurement associated with the projection Iy corresponds
to successful measurement while measuring I'l55 corresponds
to a failure. The success probability equals pgyecess = (3 +

q)/6, thus, becomes dependent on the initial noise, and the
retrieved channel is a mixture of the desired phase gate and
the diagonalization in the computational basis (complete de-
coherence). The retrieved channel is again more noise than the
original although it must be stressed it is from different family
of channels. That is for this implementation the PSAR device
does no reduce the noise. Let us also note that in the case of
outcome |3) (3| the qubit state is unaffected.

VII. CONCLUSIONS

We addressed the question of noise robustness of particu-
lar example of higher-order quantum information processing
task for storage and retrieval (quantum learning) of quantum
processes. Surprisingly we found that for the case of depolar-
ization noise the PSAR device can reduce the noise level both
quantitatively and qualitatively. This feature is not generic,
but when it happens PSAR may be used to improve the per-
formance of noisy quantum phase gate and probabilistically
distill the noiseless evolution. In particular, the white noise
is not only reduced, but it also changes to dephasing noise.
We also observed that different implementations of PSAR
have different performances for noisy phase gates, because
their actions on the subspace unused in the noiseless case are
different.
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