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We study scattering quantum walks on highly symmetric graphs and use the walks to solve search
problems on these graphs. The particle making the walk resides on the edges of the graph, and at
each time step scatters at the vertices. All of the vertices have the same scattering properties except
for a subset of special vertices. The object of the search is to find a special vertex. We consider, in
particular, the complete graph and a complete bipartite graph. In both cases, the dimension d of
the space in which the time evolution of the walk takes place is small (between d = 3 and d = 6),
so the walks can be completely analyzed by the means of an analytical approach. Such dimensional
reduction is due to the fact that these graphs have large automorphism groups. We find quantum
speedups in all cases considered, approaching the Grover limit.

PACS numbers: 03.67.-a, 03.67.Ac, 05.40.Fb, 42.50.Ex

I. INTRODUCTION

The theory of quantum walks describes quantum ver-
sions of classical random walks. In these walks a quan-
tum particle “walking” on a line, or more generally a
graph, has different amplitudes to go in different direc-
tions rather than different probabilities, which is the case
for a classical walk. The time in these walks can either
be in discrete steps |1]-[3] or continuous [4]. Both types
of walks have proven to be fruitful sources of quantum
algorithms [5]—[8]. A summary of both the properties of
quantum walks and their algorithmic applications can be
found in two recent reviews |9, [10].

Quantum walks have been used to investigate searches
on a number of different graphs. In these searches, one
of the vertices is distinguished, and the object is to find
that vertex. The graphs considered so far are grids and
hypercubes of different dimensions [11]-[13].

In this paper we will compare classical and quantum-
walk searches on highly symmetric graphs. These graphs
have large automorphism groups. In particular, we shall
consider complete graphs (graphs in which there is an
edge between any two vertices) and bipartite graphs in
which each vertex in one of the two sets of vertices is
connected to all of the vertices in the other set, but ver-
tices within the sets are not connected to each other. We
shall make use of the scattering quantum walk [14]. This
is a discrete-time quantum walk in which the particle
sits on the edges rather than the vertices of the graph,
and at each step is scattered at the vertices. In some
sense, scattering quantum walks are generalized coined
quantum walks suitable for application on general graph
structures. A natural example of such a walk is a photon
that scatters on a set of beam splitters (vertices). We
note that a quantum-walk search on a complete graph
has been considered in [13] for the case of a continuous-
time walk.

The proposed task may be described as follows: we are
given a graph consisting of vertices and edges, and among

the vertices, some are special. We want to find methods
for finding a special vertex by the means of a quantum
walk or a classical search, and then compare them. What
we find is that because the graphs have large automor-
phism groups, a quantum walk starting in an equal su-
perposition of all of the edge states stays within a sub-
space of small and constant dimension. The situation is
analogous to that in the Grover search algorithm [15] in
which the search takes place in a two-dimensional sub-
space. The result is that it is quite simple to find the
behavior of the quantum search and compare it to the
classical one. In addition, because the search becomes
simple to analyze, we can study a whole class of special
vertices. We find that some types are much better at
producing quantum speedups than are others.

For a complete graph, we find that for the optimal
choice of special vertex, the walk will locate it in O(v/N)
steps, where N is the number of vertices in the graph.
For the bipartite graph, with [Ny vertices in the first set
an Ny in the second, having a special vertex in set 1, but
none in set 2, we find that the number of steps necessary
to locate the special vertex is O(v/Ny ); it does not depend
on Ny. With one special vertex in each set, the number
of steps does depend on both N; and N,. However, if
Ny > N, then the number of steps in the walk will
depend to good approximation only on N;. On the other
hand, in order to find the special vertex in the second
set, the walk, of O(v/N7) steps, will have to be repeated
O(N3/Ny) times for a total of O(Na/+/N1) steps.

The rest of the paper is organized as follows. First,
in section [[Il we discuss classical searches. In section [[II]
we will compare the performance of a classical search on
a complete graph with one special vertex to that of the
quantum search that utilizes scattering quantum walk.
At the end of the section we provide the reader with
a more general result for a complete graph with more
than one special vertex. Section [[V] discusses the role of
symmetry in the reduction of the dimensionality of the
problem, and it is followed by an analysis of walks on
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bipartite graphs in section [V]

II. CLASSICAL SEARCHES

If we consider a graph containing normal vertices, and
special designated ones, which we are to find, then in the
classical case, we may use several different approaches
to accomplish this. We may perform classical searches
either on vertices or on edges, where we pick edges and
look at their ends in order to identify the special vertex.
In the first case, the underlying graph structure is not
taken into account. This would not be the case, if we
would consider a random walk search — this, however,
is not necessary, because the task is such that doing so
does not bring any advantage. If the search is performed
on edges, the underlying graph structure influences the
choices we may make in the search for special vertex. As
we will later see, this type of search is a classical reduction
of the quantum walks that we study.

For both choices of the elements being searched, we
may consider either a classical search without memory
(blind search), where an element that has been chosen be-
fore can be chosen again, that is, we do not keep the track
of elements which have already been examined, or we may
consider a search having memory, in which every chosen
element is noted and will not be chosen again. When
searching directly on vertices, as we will see, these two
procedures have essentially the same effectiveness (they
differ only by a numerical factor), although search with
memory is faster.

When comparing classical searches and quantum ones
we need to carefully analyze the results. On one hand,
we find, that the classical counterpart of the quantum
walk we present is, as noted before, a blind search, which
is never as fast as the quantum search. On the other
hand, we may find in the classical case a faster search for
special type of element. Comparing the effectiveness of
such an algorithm and quantum walk search is possible,
but has to be analyzed carefully due to the qualitative
differences in resources both approaches use. We will
not, however, address this matter in this paper. The
comparison of both approaches will be based more on
an analogy with the Grover speedup [15], while the issue
of direct comparison based on (approximate) equivalence
with Grover search will be addressed elsewhere |16].

A. Blind searches

Classical blind searches are searches where previously
chosen elements are not noted, so that they may be
picked again. This means that the probability P of choos-
ing a special element remains the same after every un-
successful step of the search. The probability of finding
a special, or marked, element after k steps hence is

P.=(1-P) 1P,

which is the probability of not finding the element in
k — 1 steps and finding it on the k-th step. The average
number of steps we need to take in order to find a marked
element is expressed via the sum

n= ipkk.
k=1

In the case of a blind search on vertices we have P =
v/N (v is the number of special vertices and N the total
number of vertices in the graph) so that

(2.1)

__ 1 N
n=—=—.

5= (2.2)

If we are choosing edges instead of vertices, the situ-
ation gets more complicated. In such case, we not only
choose an edge, but we must check its endpoints to see
if one of them is a special vertex. Each of these opera-
tions is counted as one step. If the edge is not connected
to a special vertex, then it contributes with three steps,
one to pick it, and one step each to check the ends. An
edge connected to two special vertices contributes with 2
steps, one to pick the edge and one to check one of the
vertices (after we find a special vertex, we stop). If the
edge is connected to one marked vertex, it contributes
on average 1+ (1/2) + (1/2)2 steps — one to choose it,
and with probability 1/2 we pick the marked vertex first,
and with probability 1/2 we pick it second. Therefore,
in this case, if po is the probability of choosing an edge
with no special vertices, p; is the probability of choosing
an edge with one special vertex, and p is the probability
of picking one with two, then

= io:p’g*1 { [B(k - 1)+ g} pr+[3(k—1)+ 2]]92} :
(2.3)

B. Classical searches with memory

Now suppose that we note previously chosen elements,
and do not choose them again in subsequent steps during
the search. The probabilities Py of finding a marked
element now change for each new element chosen. In
the case of a search on vertices we have

N—-—v N—-v-1
poo [ Xt
N—-v—k+2 v
" N-k+2 | N—k+1
(N =) (N —k)!
T Nl (N—w—k+DI

This is a product of (k — 1) probabilities of not finding
a special vertex on successive searches, where after each
unsuccessful search we remove chosen normal vertex. In



this case, the average number of steps taken in order to
find a marked vertex is

N—v+1
n= > Pk (2.4)
k=1
After some evaluation this yields
N+1 N
n — ~ —, 2.5
" v+1 v (2:5)

We could also consider a search with memory on edges,
but the evaluation of the average number of steps to find
a marked element is somewhat involved. Since in this
paper we will not need this kind of a search, we will not
consider it further.

IIT. SEARCH ON A COMPLETE GRAPH

Let us now consider a complete graph with N vertices
(see Fig.[T)). Each vertex of this graph is connected to all
of the other vertices by an edge, so the graph has N(N —
1)/2 edges. Suppose that one vertex is special, which we
can, without a loss of generality, take to be vertex 1, and
that we would like to find it, under assumption that this
special vertex has distinguishable properties from those
of normal vertices, e.g. it may have different scattering
properties as in Eq. (84) for special and in Eq. (32)
for normal vertices. We shall now compare classical and
quantum searches.

A. Classical case

Consider first a blind search on vertices where one does
not need to take the internal structure of the graph into
account. As we have seen in Eq. (2:2), the average num-
ber of steps that are needed to find the special vertex
is N, since v = 1 in this case. For a blind search on
edges, the resulting average number of steps, according

to Eq. 23) is
N 5
n=3|—=—-1 —.
n (2 >+2

In this case, the number of steps again scales linearly
with the number of vertices. Finally, the last considered
classical search is a search on vertices with memory — we
will make use of the results from section [TBl Again the
structure of the graph does not play role, and the average
number of steps needed to find the special vertex is, as
seen from Eq. 23), (N 4 1)/2 since again v = 1.

(3.1)

B. Quantum case

In order to describe our quantum walk, we need to
define a Hilbert space and a unitary operator that ad-
vances the walk one step. The Hilbert space is spanned

FIG. 1: A complete graph with N = 7 vertices out of which
one is special (black one). The solution of the search in the
quantum case leads to a reduction of dimensionality of the
problem to 3 — there are three invariant subspaces under
the action of /. This is shown on the right-hand side of the
picture: the superposition of edge states not connected to
the special vertex create one such subspace and the super-
position of edge states connected to the special vertex create
another two such subspaces (one for each direction of particle
— dashed double arrow).

by the edge states. There are two orthogonal states cor-
responding to each edge, one for each direction. That
is, if an edge connects vertices j and k, the state |j, k)
corresponds to the particle being on the edge between
vertices j and k and going from j to k, while the state
|k, 7) corresponds to the particle being on the same edge,
but going from k to j. Therefore, the dimension of the
Hilbert space is N(N — 1), twice the number of edges.

Corresponding to each vertex there is a local unitary
operator that relates the states coming into that vertex at
one time step to the states going out of the vertex at the
next time step, representing the scattering properties of
the vertex/beam-splitter. The combined action of these
local unitaries makes up the action of the overall unitary
operator that advances the walk one time step. Without
loss of generality, we can take the special vertex to be the
vertex 1. For the vertices, k # 1 we have that

N
Ulj k) = —rlk,j) +t > |k,a), (3.2)

a=1
a#j,k

where U is the operator that advances the walk one time
step, and the transmission and reflection coefficients are

2 N -3
r =

N -1

— (3.3)

Such a unitary corresponds to the usual choice of a
Grover coin in coined quantum walks [17]. Note that
r 4+t =1 and, as unitarity requires,

2+ (N -2)t* = 1.

The operator U reflects the symmetry of the graph, i.e.
each edge coming into a vertex is treated in the same
way.



At vertex 1 we have

Ulj, 1) = €1, j), (34)
where we shall examine the effect of different choices of
phase shift ¢ later. Needless to say, this vertex also re-
spects the symmetry of the graph.

Let us now consider the three orthonormal vectors

N
1
w = ’71 b
| 1> \/ﬁj§:2 |j >

N

1
w2) = —=—== ) |1,J);
) = =g L)

1 N N
ws) = ',k.
) = s LY

[

These vectors are, respectively, superpositions of edge
states going into the vertex 1, edge states going out of
the vertex 1, and edge states that do not start or finish
on the vertex 1. The subspace they span, which we shall
call S, is invariant under the action of U. This can be
seen from the action of unitary evolution operator U:

Ulwy) = e®|w,);
Ulwy) = —rlwr) 4+ tvV'N — 2|ws);
Ulws) = tVN = 2|wy) + r|ws).
This means that U restricted to S , which we shall call

Us, is just a 3 x 3 matrix, which, in the basis {|w,) |j =
1,2, 3}, is given by

R 0 —r tvIN — 2
Ug = | e'® 0 0
0 tvN -2 T

We also note that the vector that is an equal superposi-
tion of all edge states,

(3.5)

[Yinitial) =

which is the state in which we start the walk, is given by

N -2
—|ws);

[¢initial) = L(|wl> + |wg)) + N

VN
so that it too is in S. Therefore, our entire walk starting
in |®initial), takes place in the subspace S, and what first
seemed to be an N (NN — 1)-dimensional problem has been
reduced to a three-dimensional one. As we shall see, this
is a consequence of the symmetry of the graph and the
fact that the unitary time-step operator does not break
this symmetry.

Our next task is to find the eigenstates and eigenvalues
of Ug in order to be able to describe the overall evolution

of |[Yinitia1) according to Eq. (30). We shall consider two
cases, ¢ = 0 and ¢ = m, and we shall find that properties
of Ug in these two cases are very different. In the case
¢ = 0, it suffices to note that one of the eigenvalues of Ug
is 1, and the eigenvector corresponding to this eigenvalue
is just |¥initia1). That means that successive applications
of U do not change the state, and the walk does nothing;
the state of the walk after n steps is the same as the initial
state of the walk. In this case the walk is useless in finding
the special vertex since it reduces to a classical blind
search (the efficiency of the algorithm shall be considered
more closely in next subsection). The situation for ¢ = =
is very different. R

For the case ¢ = 7, Ug has the eigenvalue A\ = —1 with
corresponding eigenvector

=y T2
G0} =
0 ON -3\ _-1 |’
N—2
and the eigenvlaues
. 1
A=et? = — _[(N-2)+iV2N -3
€ N _ 1 [( ) 1 ]7
with corresponding eigenvectors
_otif
) N-1 °
) =\ 5o =3 | vwar - ’

where tanf = 2N — 3/(N — 2). We can now find the
state of the walk after n steps from the equation
U™ [Yimisiat) = (—1)"|0) (To|initiar)
+ e up ) (uy [initial)
+e ™M) (i [Yinitial)-

Setting ¢ = 1+ iv2N — 3, this becomes

(3.7)

1
) N -2

U™ [Ynitiar) = (—1)" ————F= !
|1/} t l> ( ) (2N—3)\/N 1
N—2

* Aind —ind

N -1 ¢ -ee +€e—' 0

b L[ et 4 ein
2(2N — 3)v'N 4y/N — 2 cos(nd)

Note that the first term is of order 1/v/N and the second
is of order 1, so for large N we need only consider the sec-
ond term. We see that initially it is the |w3) component
that is largest, indicating that it is most likely that the
particle will be found on an edge not connected to the
special vertex. When nf 2 7/2, however, it is the |w;)
and |we) components that are of the order 1, while the
lws) is of the order 1/v/N. This means that the particle
is overwhelmingly likely to be located on an edge that is
connected to the special vertex. Therefore, at this time
we simply measure the particle in order to find which



FIG. 2: (Color on-line) Numerical results for the complete
graph with N = 256 vertices showing the evolution of a prob-
ability P for particle being on edge connected to the special
vertex and its dependence on ¢. Moving away from ¢ = 7
causes time oscillations of the probability to decrease in the
amplitude and increase in the frequency, while approaching
the value 0. In this sense ¢ = 7 is optimal for the quantum
search.

edge it is located on, and then check the vertices at the
ends of this edge. One of these vertices is very likely to
be the special one. Noting that 6§ = /2/N, we see that
we can find the special vertex by running the walk for
(’)(\/N ) steps. This represents a quadratic speedup over
a classical search, e.g. a blind search on edges which is,
as we will soon see, the closest classical counterpart for
the quantum search.

C. Role of the phase-shift

As we have seen previously, the differences between the
phase-shift being 0 and 7 are substantial. To see how this
change occurs we will present some numerical results for
0 < ¢ < 2m. The behavior of the walk is depicted in
Fig.[2l where we see, that the further we are from ¢ = T,
the smaller is the probability P of finding particle on an
edge that is connected to the special vertex.

Another thing we can observe from Fig. [2is the sym-
metry in ¢ — the situation looks much the same for ¢
going from 27 to 7 as for ¢ going from 0 to w. This prop-
erty can be shown in the following way. If we apply the
substitution ¢ — 27 — ¢ in the unitary Ug from Eq. (3.5)
we obtain change of Ug to Ug. This result together with
the fact, that the initial state has real components, yields

(02)" Winiiat) = (03) " Wasar) = (OF Wimiia))

So the resulting components are now the complex con-
jugates of the original; however, the probabilities remain
the same.

The value ¢ = 7 is special, because for any other ¢ the
probability P never reaches one. This can be seen both
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FIG. 3: (Color on-line) Density plot of the probability P,
taken for N = 256, shows the convergence of the side-ridges
to the maximum (dark gray) for ¢ = 7 with the probability
P = 1. White areas correspond to minimal probability of
finding particle on edge connected to the special vertex. The
thick red line represents optimal number of steps that are to
be taken before the measurement so that the algorithm for the
special vertex search would require minimal average number
of steps.

in Fig. 2 and Fig. Bl The significance of ¢ = 7 leads to
the following question. Suppose we are given a complete
graph having one special vertex with an arbitrary but
known phase-shift. Our task is to find the special vertex.
In order to find it efficiently, we need to wait for the opti-
mal number of steps before performing the measurement.
If we were given only one chance to measure, we would
have to wait until the probability of finding particle on
the edge connected to the special vertex reaches its max-
imum. However, if we are able to repeat the experiment
an arbitrary number of times, we may, after an unsuc-
cessful search, do the experiment again. In that case, the
optimal number of steps before measuring would be dif-
ferent — it would be the number of steps, for which the
average number of steps is minimal. Let Py(m) be the
probability of finding the particle on an edge connected
to the special vertex after one repeat of the experiment
assuming that m steps are taken before measurement,
and the phase-shift is ¢. Then the average number of
steps ng.m to be taken when measuring after m steps on
a graph with phase-shift ¢ is given by

Ngm = Z Py (k)km,
k=1

where
Py (k) = [L = Py(m)]*~* Py(m)

is the probability of finding the particle on an edge con-
nected to the special vertex after k repeats of the ex-
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FIG. 4: Efficiency of algorithms — classical blind search
(dashed), classical search with memory (dotted) and quan-
tum search (thick solid). The graph was taken for N = 256.

periment (and no sooner). After a short evaluation we

find

Apm = ——-
M Py(m)
The optimal number of steps, mopt, in each experiment
is given by the value of m that minimizes ng . We will
denote the average number of steps to be taken in optimal
case as (@) = Mg mqp, -

From the preceding, it is clear, that for ¢ = 7 the
quantum approach is faster than the classical, it has a
quadratic speedup, even in the non-optimal search via
maximum probability method (see Fig. ). However, for
the case of ¢ ~ 0 we see that the optimal number of steps
is 0 — we do not evolve the system, we just measure the
initial state — and the average number of steps reaches
a value close to N. This is the same situation we would
have if we performed a classical blind search where we
randomly pick vertices at each step without remembering
the past choices.

So the quantum search transforms into the classical
blind search on edges for ¢ ~ 0 (27), which can be, in
this sense, considered as its classical counterpart. If ¢ ap-
proaches 7, the quantum search becomes not only faster
but also more efficient then the classical one.

D. Complete graph with more than one special
vertex

We may also consider a graph that has more than one
special vertex (as for example in Fig.[). In this case the
solution is similar to the solution for one special vertex.

First suppose, without a loss of generality, that vertices
k=1,2,...v are special with the evolution operator for
these vertices being (where j # k)

Ulj, k) = €|k, 5).

Vertices v+ 1,v+2,..., N are normal and the evolution
operator from Eq. (8.2)) remains the same. The transmis-

FIG. 5: Example of a complete graph with N = 7 vertices
out of which v = 2 are special (black ones). Solution for
scattering quantum walk on such graphs leads to a reduction
in dimensionality of the problem to four dimensions, which is
indicated on the right-hand side of the figure.

sion and reflection coefficients ¢ and r from Eq. B3] are
also the same.

The dimensionality of the problem in this case, how-
ever, is not reduced to three as in the previous case. Due
to the fact, that there are also edge states for which there
is a special vertex on both ends of the edge, we have to
add another orthogonal state — |w4) — and rescale the
amplitudes so that:

|lw) = |a, b);
V _U a;ﬁ-l;
1
) = LSS

a=1b=v+1
lws) = |a, b);
\/(N—’U)( a;—lbgl

Wy a,b).
lws) = %algl

m#l
Unitary evolution for these states changes accordingly:

Ulwy) = €|wy);
Ulwsy) = [—T—|—t(v—1 Jlwi) + t\/o(N — v — 1)|ws);
Ulws) = t/o(N —v —1)|wy) + [r — t(v — 1)]|ws),

with the additional equation for |w,)
U|’LU4> = ei¢|w4>.

This leads to a 4 x 4 matrix [75 restricted to S — the
subspace spanned by the vectors |wg), k =1,2,3,4:

0 g s O
~ e 0 0 0
Us = 0 s —q 0|
0 0 0 ¢



where
q = —r+t(v—1):—1+2—v;
N -1
32\/1—(1 —t\/v —u—1);
P+ =1

Note that the subspace spanned by the vectors |wg), k =
1,2,3 is decoupled from the subspace spanned by the
vector |wy). Note that for v < N we have ¢ = -1+
with  ~ 1/N and s ~ 1/v/N. The initial state from
Eq. (3.8) can now be written in form

|¢initia1> = \/(N — v)(N tv- 1) |ﬂ0>

where |Gg) and |@)) are orthogonal eigenstates of Usg for
¢ = 0 with eigenvalue 1:

|ﬂ6> = (0,0,0,1)T;
1
. J1+q 1
W |
0

As in the previous case, for ¢ = 0 we may observe just
a trivial time evolution giving no advantage over classical
searches.

The value of ¢ = 7 is again special. The state of the
walk after n steps, derived in similar manner as in the
case for v =1, is

<*ein0 + Ce—in@

N(N -1)
v(v—1)
+ N(N —1) i),
0
U™ |Yinitial) = (—1)"]\7;8\77__11)) 8 +\/
1
N—-—v—1

v(N —v)(N =1)

Ceine +<* —in6

42N —v—2)2N | 4/(N

—v—1)/vcosnd

v(N —v) 1

_ln v ’
D oy o N(N —1) | —/55=

where
. | v(N =)
= 1 _
¢ TN Z1y
v(2N —v—2)
tanf = V————""—.
an N-v—1
We see analogous behavior as for v = 1 — the proba-

bility amplitudes for edge states not connected to special
vertices decay to zero when 6n = /2, especially for large
N, when the third term approaches zero. This implies
that the number of steps needed to find one of the spe-
cial vertices is of order O(y/N/v) for N > v > 1 which
is again a quadratic speedup over the classical algorithm
that needs O(N/v) steps, as seen from Eq. (22), for ex-
ample.

IV. SYMMETRY CONSIDERATIONS

One obvious question that occurs after the previous
analysis is why a quantum walk on a graph whose Hilbert
space has N(N — 1) dimensions takes place in a subspace
of only three or four dimensions. Here we shall try to

0

gain some insight into the answer by studying the role
played by the symmetry properties of the graph.

Suppose we have again a graph with one special vertex,
and let A be the group of automorphisms of the graph
that leave the special vertex fixed. If V is the set of
vertices of a graph, G, then an automorphism a of G
is a mapping, a : V — V such that for any vertices
v1,v2 € V, there is an edge connecting a(v1) and a(v2)
if and only if there is an edge connecting v; and ve. The
Hilbert space of the graph, H¢, is just the span of the
basis states corresponding to the particle being on an
edge and going from one vertex to another, i.e. if there is
an edge between vertices v; and vy, then the basis states
corresponding to this edge are |v1, v2) (going from vy to
v9) and |vg, v1) (going from vato v1). We shall refer to this
basis as the canonical basis for Hg. Each automorphism,
a, induces a unitary mapping on the Hilbert space of the
graph U,, such that U, |v1,v2) = |a(vy1), a(vs)). Suppose
now that Hg can be decomposed into subspaces,

Ho =P H;,
j=1

where each H; is the span of some subset, B; of the
canonical basis elements and is invariant under U, for



all @ € A. We shall also assume that each H; does not
contain any smaller invariant subspaces.

Note that our example, the complete graph with one
special vertex, has this structure. The automorphism
group consists of all permutations of the vertices that
leave vertex 1 fixed. The invariant subspaces are H; =
span{[j, 1)]j = 2,... N}, Ha = span{|1, j)lj = 2,... N},
and Hz = span{|j, k)|j,k=2,... N,k # j}.

Next, in each invariant subspace we can form a vector
that is the sum of all of the canonical basis elements in
the subspace,

(4.1)

1
|w> = T |1) y U >7
J \/d—j{vhvz‘ Z 1,02

[vi,v2)€B;}

where d; is the dimension of H;. This vector satis-
fies U,|w;) = |w;) for all a € A, and it is the only
vector in H; that satisfies this condition. Define S =
span{|w;)|[j = 1,...m}, and note that S = {|¢) €
He |Ul9p) = |¢) Va € A}, and that the dimension of
S is simply the number of invariant subspaces. Now sup-
pose that [U,U,] = 0 for all a € A. This implies that if
Ualt) = |4), then U,U|y) = U), ie. if [¢) € S, then
Ulp) € S. Therefore, the subspace S is closed under the
action of the time-step operator U , and if the initial state
of the walk is in S, then we only need to consider states
in S to describe the state of the walk at any time. If the
automorphism group is large, then S can have a much
smaller dimension than Hg.

Now let us demonstrate that the unitary operator we
are using to move the walk forward one step does, in fact,
commute with all of the automorphisms of a graph that
leave the special vertex fixed. If these operators commute
when applied to all of the elements of the canonical basis,
then they commute. Let T'(v) be the set of vertices in G
that are connected to the vertex v, and, if v € I'(v) let
I'(v;v") =T'(v) —v'. Then let us assume that if v, is not
a special vertex (we shall treat this case shortly), then
the operator U acts on states in the canonical basis as

Ulvi,va) = —r|vg,v1) +t Z

veT (va;v1)

|v2, v), (4.2)

where the transmission and reflection amplitudes depend
only on the number of elements in I'(v3), which we denote
by |T'(v2)|. Next, we have that

UaUlvr, ) = —rla(va), a(vr)) +t Y

veT (va;v1)
(4.3)
We also have
UU,v1,v2) = —rla(vs), a(v1))+t Z |a(v2),v).
vel' (a(ve2);a(vy))
(4.4)

First note that the reflection and transmission ampli-
tudes in this equation are the same as those in the previ-
ous equation, because |I'(v2;v1)| = |T'(a(v2);a(v1))]. We

FIG. 6: A bipartite graph with N/2 vertices in both sets (/N
is even). Vertex 1 is special (black circle). This problem
reduces to a four-dimensional problem depicted on the right
in the same manner as before.

also have that T'(a(ve);a(v1)) = {a(v)| v € T'(vg;v1)}, so
that the sums in the two equations are identical. There-
fore, UyU|v1,v2) = UU,|v1,v2). If vg is a special vertex,
then Ulvy, v0) = €*®|vy, v1), so that

U Ulv1,v2) = UU,|v1,v2) = €™|va, a(v1)). (4.5)
Therefore, the operators U and U, commute for all auto-
morphisms of the graph, a, that leave the special vertex
fixed.

For the complete graph considered in the previous
section, we do have [U,U,] = 0 and the vectors |w;),
j = 1,2,3, are just the vectors defined in Eq. (&I]) for
the subspaces ‘H;, 7 = 1,2,3. This, then, explains the
reduction of the search on the complete graph from an
N(N — 1) dimensional problem to a three-dimensional
one.

These symmetry considerations also hold for graphs
with an arbitrary number of special vertices. As we saw
in the previous section, in the case of a complete graph
increasing the number of special vertices increased the
dimension of the problem from three to four.

V. BIPARTITE GRAPH

Now let us have a look at a quantum search on a graph
with a bit less symmetry than a complete graph. We shall
consider a bipartite graph (see Fig.[d]) with N vertices (N
is even), in which vertices 1 through N/2 are in the first
set (left in Fig. [0l and vertices (N/2)+ 1 to N are in the
second set (right in Fig. [B)). There is an edge between
each vertex in the first set and each vertex in the second
set, but there are no edges connecting vertices within the
same set. Therefore, the total number of edges is (N/2)?
and the dimension of Hg is N?/2.

As before, we will take vertex 1 to be our special vertex,
and it behaves as before [see Eq. (B:4])]. The other vertices
also behave as in the previous example, see Eq. (8.2), but
in this case, since each vertex has N/2 edges connected
to it, we have



In this case, the group of automorphisms, A, of the graph
consist of permutations of the vertices within the sets
that leave vertex 1 fixed. There are four invariant sub-
spaces. The first is the subspace consisting of all vectors
entering vertex 1, and the vector

lwy) = \/7 Z |J=>

J=(N/2)+

is the vector in this space that is an eigenvector of Ua,
for all a € A, with eigenvalue one. The second invariant
subspace consists of vectors leaving vertex 1, and the
corresponding vector is

lw2) = \/7 Z |1J>

J=(N/2)+

The third invariant subspace consists of all vectors leav-
ing vertices 2 through N/2, with corresponding vector

N/2

|w3> \/72 Z Z |Ja k>7
T4 =2 k=(N/2)+1
and the fourth consists of all vectors entering vertices 2
through N/2, with corresponding vector

N/2

lwa) =
i N

The subspace S, in which the walk takes place is simply
the linear span of the orthonormal vectors |wy), ..., |wa).

The time step operator, U has the action

Ulwy) = elws);

ﬁ|’LU2> = —T|’LU1 —|—t1/ |w4

N —
T|w1> + 7|wy);

|k, 3)-

ﬁ|’LU3> =1
Ulws) = |ws),

which implies that the matrix of U restricted to S, Us,
is, in the basis {|w;) |j = 1,2, 3,4},

[ N—
T t 72 0

A ) 0 0
Us= | 0 1

0 0
0 t\/¥ T 0

As before, we shall examine the cases ¢ = 0 and ¢ = 7.
In the case ¢ = 0, the eigenvalues of Ug are £1, +i.
The eigenvector corresponding to 1 is

1
1
JN=2 |,
2

N-2
2

lut) =

-

and the eigenvector corresponding to —1 is

1
|u_) ! _]}7 2
u) = _
VN 2
N-2
2

The obvious vectors in which to start the walk are the
ones consisting of all edges entering the first set, which is
just (Juy) + [u_))/v/2, the vector consisting of all edges
leaving the first set, which is just (juy) — |u_))/v/2, or
some linear combination of them, possibly equal super-
position of all edge states, which is |uy). None of these
starting vectors is useful in finding the special vertex.
The state of the walk simply oscillates with a period of
two steps. Therefore, we conclude that, as in the case
of the complete graph, we cannot utilize such quantum
walk to find the special vertex in the case ¢ = 0.

Let us now look at the case ¢ = w. The eigenvalues
are given by the solutions to the equation

A= 4i(1—rH)l/2

Deﬁning tann = \/1—7°2/r so that cospn = r and

V1—=72 = t/(N —2)/N = O(1/V/N), we have

that the eigenvalues and eigenvectors are: A = e‘"/ 2 with
the eigenvector

sinn =

1
1 _e—in/2
lur) = 9| je—inz |

i

A\ = —e'/? with the eigenvector
1
1 e*iﬁ/Q
luz) = 9 | —ie-in/2 |

i

A = e~ /2 with the eigenvector

1

1 _ein/Z

|U3> = 5 _iein/2 ’

—i
A = —e /2 with the eigenvector
1

1 ein/2

lug) = 3 | iein/2

—i

As an initial state, let us consider the state consisting of
an equal superposition of all edge states (in fact any state
in the subspace spanned by |uy) and |u_) would also



work as is shown later in general case — see Sec. [V Al),
which is given by

1
1 1
|Yinitial) = \/—N \ /%
N-2
N

The state of the walk after n steps is given by

4
U"|¢initia1> = Z )\?|Uj><uj |1/Jinitia1>-
j=1
We find that |(u;|t¥initial)| is of order one for j = 1,3 and
of order 1/v/N for j = 2,4. Keeping only the j = 1,3
terms, while dropping additional terms that are of the
order 1/+/N and smaller, we find that

sin[(n + 1)n/2] + sin(nn/2)
L —sin(nn/2) — sin[(n — 1)n/2]
2/2 cos(nn/2) + cos[(n — 1)n/2]

cos[(n + 1)n/2] 4 cos(nn/2)

Un|winitial> =

When nn = 7 the last two components of the above vec-
tor are approximately zero, while the first two are approx-
imately 1/4/2. This corresponds to the particle being on
edges entering and leaving the special vertex. As before,
after n = 7 /n = O(V/N) steps, we measure in the canon-
ical basis to find the edge on which the particle is located,
and then check the vertices to see if one of them is the
special one. With overwhelming probability, it will be,
and we have found the special vertex in O(v/N) steps.
We have again achieved quadratic speedup over classi-
cal counterpart — blind search on edges where we would
have to make O(N) steps on average to find the special
vertex.

A. General bipartite graph with special vertices
in only one set

Previous results can as well be generalized to a bipar-
tite graph that has v special vertices (labeled from 1 to
v) together with m normal vertices (labeled from v+1 to
v+ m) in first set while having p normal vertices in the
second set (labeled from v +m + 1 to v +m + p) — see
Fig. [ All vertices behave as before, see Eq. (82) and
Eq. (84). Special vertices are phase-shifting and purely
reflective. Normal vertices are of Grover type, however
the coefficients t and r are now different for the two sets.
For the transmission and reflection coefficients for normal
vertices in the first set we have:

-2
t():— ’I”():l—to:p—
p
and for normal vertices in the second set:
2 -2
t= P R
v+m v+m
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FIG. 7: A bipartite graph with v special vertices (black cir-
cles) and m normal vertices (white circles) in the first set and
p normal vertices in the second set. As before, the problem
reduces to a four-dimensional problem due to the existence of
four subspaces invariant under the action of U, as depicted
on the right-hand side of the figure.

Now, the the group of automorphisms, A, of the graph
consist of all permutations of the vertices within each
group (a group of special vertices in the first set and
two groups of normal vertices in each set). This gives a
subspace S with four orthogonal vectors corresponding
to four invariant subspaces of H¢ that span it:

1 &K
lwi) = —= lv+m+a,b);
NEPEpS
1 —w
lw2) = — la,v+m+b);
Upa:lb:l
I &KL
lws) = —ZZ|v+a,v+m+b>;
mpa:lb:l
1 e
lwg) = mpZZ|v+m+a,v+b>.

These are respectively equal superpositions of edge states
that enter the group of special vertices, that leave the
group of special vertices, that leave the group of normal
vertices in first set and that enter this group, respectively.

The evolution is described by matrix U by the following
set of evolutionary equations:

) = ei(;5|w2>;
) [—r 4+ t(v — ))Jw1) + tv/vm|wy);
Ulws) = tv/vmlwi) + [—r + t(m — 1)]]wa);
)

= |ws).

We may notice that the problem does not depend on p
— the number of normal vertices in the second set. This
is a consequence of the fact, that p is important only
within coefficients tg and rg. These are present only in
the evolution equation for state |w4) where their common
effect reduces to just a pure reflection with no phase-shift.
The dependence on p is interesting also in the classical
case where normal search on vertices would depend on p
(and p may be much larger than v or m) and so classical
search on edges would then be more effective, since it
does not depend on p also in the classical case. The



probability of finding one of the special vertices is P =
(vp)/(mp) = v/m and so the average number of steps is
equal to m/v. We see that the structure of the graph
may play an important role also in the classical case.

The matrix Ug, a restriction of U to subspace S, can
now written in form

0 —qg s 0
e 0 00
Us=10o o0 o01] (5.1)
0 s q0
where
g =r—tlv-1)
2
= —r+tim—-1)=1- Y ;
m+v
s = \/1—¢q%=tyom;
P42 =1 (5.2)

Note that for large m > v we get ¢ = 1—2x with z ~ 1/m

and s ~ 1/y/m.

The initial state

v+m p

|a,v + m + b)
\/2p v+ m) ;;

—|—|v—|—m—|—b,a>),

|winitia1> =

an equal superposition of all edge states is an eigenstate
of Ug for ¢ = 0. The interesting eigenstates for us are
those having eigenvalues +1, namely:

1
+1
1—
jug) = Y5 | & /B2
—q

]
1—¢
Then |Yinitial) = |u4) and this is the reason for ¢ = 0
being uninteresting from the point of view of evolution
which again behaves in trivial way.
Non-trivial evolution can be observed for ¢ = m where
the state of the system after n steps in the case for |uy) =
[initial) as initial state leads to

sin(n + 1)n/2 + sinnn/2

1 [ —sinnn/2 —sin(n — 1)n/2
22 | cosnn/2+ cos(n —1)n/2
cos(n + 1)n/2 + cosnn/2

Ug |winitial> ~

and in the case for |u_) as initial state leads to

sin(n + 1)n/2 + sinnn/2

1 sinnn/2 + sin(n — 1)n/2
22 | —cosnn/2 — cos(n —1)n/2

cos(n + 1)n/2 + cosnn/2

U2 |initial) ~

Here, tann = 2y/vm/(m—wv). The second two amplitudes
of the probability for edge states with edges not con-
nected to the special vertex are close to zero for n 2 7/
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in both cases. Therefore, the number of steps in the walk
is O(y/m/v). Note that in the classical case, for a blind
search on edges, as noted before, these probabilities are
of the order O(m/v), so they are quadratically larger. If
we would consider a classical search on vertices (either
blind or with memory), the average number of steps in
such search would be O((m + p)/v). This means that
even if m is quite small in comparison with v, p might
still by very large, and the algorithm would not be effec-
tive at all. Note also that the results remain qualitatively
the same for initial states that are any superposition of
the states |ug).

B. General bipartite graph with special vertices in
each set

Finally let us consider the most general situation for
a bipartite graph. We have two sets of vertices, with
N7 vertices in set 1 and N in set 2. Of the vertices
in set 1, v; are special vertices and p; = N; — v; are
normal vertices, and in set 2, vy are special vertices and
p2 = N2 —v2 are normal vertices — see Fig.[8l The action
of the unitary operator, U acting on a state entering a
normal vertex in set 1 is given by Eq. (8:2) with[19]

’ 2 Ny —2
= — T =
1 N2 1 N2 )

(5.3)

and if it acts on a state entering a normal vertex in set 2
its action is again given by Eq. (8:2) but with
2 Ny —2

t:— To =
2 Nl 2 Nl

(5.4)

The action of U on a state entering a special vertex is
given by Eq. (B.4]). We shall number the vertices in set
1 as 1 through N; and those in set 2 as N1 4+ 1 through
N7 4+ Ns. In analyzing the walk, we can, without loss of
generality, assume that vertices 1 through v; in set 1 are
special, and vertices N1 4+ 1 through Nj + v are special.
There are now eight invariant subspaces, two of which,
consisting of edges that connect the sets of special ver-
tices, decouple from the rest, so our problem is essentially
six-dimensional: define the following vectors

RN S Y

lwor) = |k, 5)

V102 T kN 41

lwoz) = |7, k). (5.5)
V12 T N

The vector |wp1) is a superposition of states leaving spe-
cial vertices in set 2 and entering special vertices in
set 1, and |wgz) is a superposition of edge states leav-
ing special vertices in set 1 and entering special ver-
tices in set 2. We have that Ulwo1) = exp(i¢)|woz) and
Ulwoz) = exp(ip)|wor), so that these vectors decouple
from the rest of the problem.



v +pp+1

O vy +p1+ve+p2

FIG. 8: General bipartite graph having v; special (black cir-
cles) and p1 normal (white circles) vertices in the first set
and vz special and p2 normal vertices in the second set. This
problem can be reduced to eight-dimensional one with two-
dimensional decoupled subspace. Remaining 6-dimensions
can be reduced to three when performing two steps at a time
due to the oscillatory behavior of the walk in bipartite graphs.
On the right-hand side of the figure, there is reduced repre-
sentation of the problem to eight dimensions.

Now define
V1 N1+Na
lwir) = Z > Ikg)
Ulp2
J=1k=Ni+v2+1
Ny Ni+v2
[wiz) = > > k)
val .
j=v1+1k=N1+1
Ny N1+Na2
jwis) = YooY ki) (5:6)

VPIP2 | N et

These vectors consist of different sets of edge states en-
tering set 1. Let us denote their span by S;. Now define
the vectors

1 Ni1+N2
|w21> = 1) Z Z |.77k>
1p2] 1 k=Nitoa+1
Ny Ni+wv2
lwaz) = NG o> k)
2p1j U141 k=N +1
Ny N1+Na2
jws) = o> ke (BT

VPP 2 N Tt
These vectors consist of different sets of edge states en-
tering set 2. We shall denote their span by So.

Now let us consider the action of the unitary operator
that advances the walk one step on these states. We find
that

Ulwiy) e |way)

Ulwia) = [t1(v2 — 1) — r1]|waz) + t1y/02p2|was)

Ulwiz) = [ti(p2 — 1) — r1]jwas) + t1/vap2|was),
and

Ulwz1) = [ta(vi — 1) = rajwir) + tay/vipifwis)
j e |wy) (5.9)
U|w23) = [ta(p2 — 1) — ra]jwis) + tay/vip1|win).

(5.8)
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From these equations, we see that U: maps 57 into Sy and
vice versa. This also implies that U? maps S; into itself
and Sy into itself. Therefore, if we consider a walk with
an even number of steps, our six-dimensional problem
turns into two three-dimensional ones. This is what we
shall do.

We shall look in detail at what happens in Ss; the case
of S7 is similar. We shall only consider the case ¢ = 7.
First, let us define the quantities

@ =-r1+t1(va—1) 51 =11/02D2
q2 = —r2 +ta(v1 — 1) s = ta/v1p1,

and note that ¢7 + s7 = 1 for j = 1,2. If we denote U2

restricted to Sa by M, then the matrix for M in the basis
|w21>, |w22), and |’LU23> is

(5.10)

—q¢ 0 —s
M= | si152 —q1 —@251
—(@1S2 —S1  q1QG2

(5.11)

In finding the eigenvalues and eigenvectors of this matrix,
we assume that the number of special vertices is small,
that is (v1/N1) < 1 and (v2/N2) < 1. In addition, we
set 1 = 2v1 /N7 and x2 = 2v9/Ns. The eigenvalues and
eigenvectors then are \o = 1 with eigenvector

1 vV 25[:2

) = —— | V221 |, (5.12)
2(171 —+ IQ) _ /—I1I2
and
At =T 21 440\/2(z) + 22), (5.13)
with eigenvectors
1 RV 2171
i) = ———— —\2x2 , (5.14)
2(z1 + 22) Fiv/2(x1 + x2)
respectively. The angle 6 is given by
tan@ = \/2(xz1 + z2). (5.15)

Note, that in these equations, only the terms of lowest
order in (v1/N1) and (v2/N32) have been kept.

For the initial state of our walk, we will choose the state
that is an equal superposition of all edge states entering
set 2. It can be expressed as

1
initial) = ~—Ae——=(V/ +
|1/) t 1> N1N2( 'Ul'U2|w02> Ulp2|w21>

+y/v2p1|waz) + /P1p2|was)). (5.16)

This vector is not entirely in Sz, but its component that
is not in So is small, and it stays small throughout the
evolution. Neglecting this small component, we find that

—+v/x1/(x1 + x2) sin(2nd)
Va2 /(x1 + x2) sin(2nd)

— cos(2nf)

U [Yhnitial) = (5.17)



From this equation, we see that, when

T ™
% B 2\/2(%1 + ,TQ),

we are with certainty on an edge connected to a special
vertex. If after this many steps we measure the particle to
determine which edge it is on, with probability z1/(z1 +
x2) we find it on an edge connected to a special vertex
in set 1, and with probability z2/(z1 + x2) we find it on
an edge connected to a special vertex in set 2.

In order to get a better feel for this solution, let us
consider the case v1 = vo = 1. In that case

1 1\ /2

yr(d )"
When 2n = /26, the probability of finding the particle
on an edge connected to the special vertex in set 1 is
N3 /(N1 4+ Nz) and the probability of being on an edge
connected to the special vertex in set 2 is N1 /(N1 + Na).
Now suppose that Ny > N;. How many steps would
it take to find the special vertices in each of the sets?
We find that the number of steps in the walk is 7/26 ~
V/Ni. The number of times the walk would have to be
repeated in order find the special vertex in set 1 is O(1),
while the number of times to find the special vertex in
set 2 is O(N3/Ny). Therefore, the total number of steps
to find the special vertex in set 1 is O(y/N7), and the
total number of steps to find the special vertex in set 2
is O(N2/v/N7). A classical search would require O(N7)
steps to find the special vertex in set 1 and O(N3) steps
to find the special vertex in set 2.

(5.18)

(5.19)

VI. CONCLUSION

We have considered several cases of highly symmet-
ric (complete and bipartite) graphs with several special
vertices and scattering quantum walks on them. The
symmetry of these graphs leads to a reduction in dimen-
sionality of the problem from roughly N2 to three or
four. For both types of graphs, we were able to find a

13

quadratic speedup over the classical search. These re-
sults were obtained by taking the phase-shift of special
vertices to be m. Taking ¢ = 0 results in a trivial evo-
lution, with constant probabilities of finding the particle
in any edge state. In this case quantum walks reduce to
the classical blind search on edges. In this sense, quan-
tum search reaches its classical counterpart. When this
happens, the classical search on vertices with memory is
faster.

We have also studied the change in behavior when
changing the phase-shift ¢ for a complete graph with one
special vertex. While for ¢ = m we have a non-trivial be-
havior suitable for searches in these graphs, for ¢ = 0 we
get only a static case. Cases between these values were
explored numerically. As a measure for suitable compar-
ison between different choices of ¢, we chose the average
number of steps that need to be taken to successfully find
the special vertex. We noticed that the quantum algo-
rithm is always at least as fast as its classical counterpart.

Finally we note, that the approach used here is iso-
morphic to the one used in Ref. [11], where a search on a
hypercube was studied. There is presented an algorithm
for finding the special vertex with probability approxi-
mately 1/2 which is in contrast with our findings of the
probability being close to one. This is due to the fact,
that in our case this probability is (almost) equally split
between two possible cases for positions of the special
vertex on selected edge. This, in the case of Ref. [11] cor-
responds to either finding particle on the special vertex
or finding it on the neighboring vertex with coin pointing
to the special one — they discard this type of states as
an unsuccessful search. Similar findings have been also
found in Ref. [18].
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