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A quantum processor is a device with a data register and a program register.
The input to the program register determines the operation, which is a completely
positive linear map, that will be performed on the state in the data register. We
develop a mathematical description for these devices. We generalize the concept
of quantum programmable processors and we propose programmable measurement
devices.
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1. INTRODUCTION

The coherent control of individual quantum systems is one of the most
exciting achievements in physics in the last decade.(!) The possibility of
controlling quantum dynamics has far reaching consequences for quantum
technologies, in particular, for quantum computing.?) One of the best-
known applications of coherent control in quantum physics is the state
preparation of an individual quantum system. For example, a particular
state of the vibrational motion of a trapped ion can be prepared by using
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a well-defined sequence of external laser pulses. Another possibility is to
focus on controlling the dynamics, that is, the unitary evolution opera-
tor. One way of doing this is to realize a particular evolution operator by
means of a sequence of “elementary” interactions, which are sequentially
turned on and off (for more details see Refs. 3-5 and for a specific appli-
cation to trapped-ions see Ref. 6 and references therein).

In the theory of quantum coherent control it is assumed that the con-
trol of the dynamics is realized via external classical parameters, such as
the intensity of a laser pulse or the duration of an interaction (see e.g.,
Refs. 3, 4). In this case, the information that controls the quantum sys-
tem is classical, and it is set by an experimentalist to achieve a single,
fixed outcome. This is analogous to programming a computer (processor)
to perform a single task by setting dials or switches to particular positions,
each task requiring different positions.

In the present paper we will review a different type of quantum con-
trol. We will assume that the information about the quantum dynamics
of the system under consideration is not represented by classical external
parameters, but rather is encoded in the state of another quantum system.
A typical example of such an arrangement is a controlled-NOT (C-NOT)
operation (or, in general, a controlled-U operation). In this case, the spe-
cific operation performed on the system, the target, depends on the state
of a second quantum system, the control. If the control qubit is in the
state |0) the target qubit is left unchanged, but if it is in the state |1),
then a NOT operation is applied to the target qubit. This means that this
device can perform at least two operations on the target qubit, the iden-
tity and NOT. There are, however, further possibilities. Let us suppose that
the control qubit is initially in a superposition of |0) and 1), and that
we are only interested in the target qubit at the output of the device, so
that we trace out the control qubit to obtain the reduced density matrix
of the target qubit. The action of the C-NOT gate on the target qubit can
then be described as a completely positive, linear map acting on the ini-
tial density matrix of the target qubit, with the actual map being deter-
mined by the state of the control qubit. We take this device to be a model
for a programmable quantum gate array, or quantum processor. Generally
speaking, a programmable quantum processor (see Fig. 1) is a device that
implements a completely positive linear map, which is determined by the
state of one quantum system, on a second quantum system. These pro-
cessors have two registers, the data register and the program register. The
data register contains the quantum system on which the map is going to
be applied, and the program register contains the quantum system whose
state determines the map. The third element of this device is a fixed array
of quantum gates that act on both the program and the data state. The
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Fig. 1. A model of a general quantum pro-
cessor G that implements a unitary operation
U on the data register.

virtue of this arrangement is that we do not have to build a different pro-
cessor every time we want to realize a new map, we simply change the
program state. This allows us greater flexibility than a device in which the
map is determined by setting external parameters. For example, it could be
the case that we do not even know what the program state is. This would
occur when the state of the program register is the output of another
quantum device. We will refer to the selection of the program state to per-
form a desired operation as quantum programming.

Programmable quantum processors (gate arrays) were first considered
by Nielsen and Chuang.(” They were only interested in the case in which
a unitary operation, rather than a more general completely positive linear
map, is performed on the state in the data register. If |/); is the state of
the data register, |Ey), a program state that implements the operator U
on the data state, and G the overall unitary operation implemented by the
fixed gate array, then their processor carries out the transformation (see
Fig. 1)

G(y)a®IE) ) =UY)a®|Ey 4 )p, (L.

where |E’U’w) p is the state of the program register after the transformation
G has been carried out. The subscripts U and v indicate that this state
can depend on both the operation U and the state |y); of the data regis-
ter d. Nielsen and Chuang were able to prove a number of results about
this device. First, they showed that the output of the program register does
not depend on the data register, a fact that follows from the unitarity of
G. Second, they proved that the number of possible programs is equal to
the dimension of the program register.

In order to become more familiar with the concept of programmable
processors let us assume the first of these results and show how to prove
the second. Consider two program states, |Ey), and |Ey),, that cause the
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operators U and V, respectively, to act on the data register. This implies
that

G(¥)a®IEu)p) = UlY)a®Ey)p;
G(¥)a®IEv)p) = VIY)a®IEY)p.

The unitarity of G implies that

HEVIED) p= a(WIVTIUIW)a p(EVIEY) p. (1.3)

(1.2)

AWV U= 2SO

— . (1.4)
p(EVIEY)p

The left-hand side of this equation depends on |¢); while the right does
not. The only way this can be true is if

vlu=e"?1, (1.5)

for some real ¢. This means that the operators U and V are the same up
to a phase. If we want these operators to be different, we must have that
(B} 18})p =0, which by Eq. (1.3) implies that ,(Ev|Ey),=0. Therefore,
the program states corresponding to different unitary operators must be
orthogonal. This implies that the dimension of the program register must
be greater than or equal to the number of different unitary operators that
can be performed on the data register.

From the investigation of Nielsen and Chuang” it follows that a
deterministic universal quantum processor of finite size does not exist. The
problem is that a new dimension must be added to the program space for
each unitary operator U that one wants to be able to perform on the data
|¥)q. A similar situation holds if one studies quantum circuits that imple-
ment completely-positive, trace-preserving maps rather than just unitary
operators.®? Some families of maps can be implemented with a finite
program space, for example, the phase damping channel, but others, such
as the amplitude damping channel, require an infinite program space. If
one drops the requirement that the processor is deterministic, then univer-
sal processors become possible.-1%12) These processors are probabilistic:
they sometimes fail, but we know when this happens.

In a probabilistic processor we demand that by a measurement of the
program register, we can tell whether the desired unitary operation has
been performed on the data state or whether some other unitary opera-
tion has been performed upon it, i.c., that the state of the program regis-
ter associated with the execution of U, |E},),, is orthogonal to the states
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of the program register associated with other, undesired, outcomes on the
data state (the identity of these states of the program register will in gen-
eral be dependent on the nature of the processor itself). A model of this
is shown in Fig. 2 where the outcome of the measurement of the program
register, |k), indicates which unitary operation, Uy, has been performed on
the data state.

The simplest case of desired programmable operation on a qubit is
the execution of a U(1) transformation, U (0) =e'?%:/2, upon a data qubit
[Y)g=a|0)q + B|1)q. Here the unknown phase of the rotation 6 is encoded
in the programme state

1 .
1200y =—= (100, +¢711),) . (1.6)
=/ p p)
while the processor itself is represented by a C-NOT gate with data qubit
as control and program qubit as target, followed by a measurement of the
program qubit in the basis {|0),,]1),} (see Fig. 3).

The action of the C-NOT processor on the data and the program input
states is

1
[¥)alEo)p — EU(Q)hp)dw)p

1

+EU(_9)|w>d|1>p- (1.7)
From this equation we see that when a projective measurement in the
computer basis {|0), |[1)} on the program qubit at the output of the C-NOT
is performed and the result |0) is registered then the data qubit that has
been prepared in an unknown state |¢) is rotated by the unknown angle
0 as desired, i.e., with probability 1/2 we obtain the state U(0)|y)q (see
Fig. 4). On the other hand, when the program qubit is measured in the

%) Uk [¥)q

), —hil 0,

Fig. 2. A model of a probabilistic gen-
eral quantum processor. On the output
of the program register a measurement is
performed.
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Fig. 3. A model of a probabilistic C-NOT quantum
processor performing the U(l) rotation of the input
data state |y) by the angle 6 that is encoded in the
program state |Zg) given by Eq. (1.6). On the output
of the program register a measurement is performed.
A state space of the data register is represented by
the Bloch sphere.

state |1), then the data qubit is rotated in the opposite (“wrong”) direc-
tion, i.e., with probability 1/2 we obtain at the output of the probabilistic
processor the state U(—60)|y)q (see Fig. 5).

1.1. Applications of Programmable Quantum Processors

Before we proceed, we would like to justify the concept of a program-
mable quantum processor. One may consider several arguments why pro-
grammable quantum processors might be of interest. The most important

1Us) = %(lnue‘“’m)

—
P, I)

Fig. 4. A model of a probabilistic C-NOT quantum
processor performing the U(l) rotation of the input
data state |¢) by the angle 6 that is encoded in the
program state |Zg). When the measurement per-
formed on the program qubit result in the state |0),
the desired rotation U (@) is performed on the data
qubit. The probability of success is equal to 1/2.
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Fig. 5. A model of a probabilistic C-NOT quan-
tum processor performing the U(1) rotation of the
input data state |) by the angle 6 that is encoded
in the program state |Eg). When the measurement
performed on the program qubit results in the state
[1)p the rotation U(—6) in the wrong direction is
performed on the data qubit. The probability of this
result is equal to 1/2.

argument is as follows: Let us imagine a situation when a set of instruc-
tions that characterize an operation to be performed on the data is
encoded in a single copy of a quantum system. This may happen when
the set of instructions (a program) is obtained as an output of a quantum
computer (whatever this device is). This output state might be in general
unknown. In this situation one has two options: Firstly, one can measure
and estimate the program state!319 and with the obtained classical infor-
mation one can perform a classical control of the evolution of the data
register. The main obstacle in this approach is that the fidelity of estima-
tion of a state of quantum system based on a measurement of just a sin-
gle copy of the state is negligibls small (it is inversely proportional to a
dimension of the Hilbert space of the program register!31®)). This is the
reason why the programmable quantum processor that takes as an input
the unknown quantum program register is a better alternative. The quan-
tum processor will perform operations that are specified by the program
register even though a (classical) user of the processor does not have an
information about the set of instructions. Another aspect of the encod-
ing of quantum operations in the states of program registers has been dis-
cussed by Huelga and coworkers.!?) In this paper the implementation of
an arbitrary unitary operation U upon a distant quantum system has been
considered. This so called teleportation of unitary operations has been for-
mally represented as a completely positive, linear, trace preserving map on
the set of density operators of the program and data registers:

T[18)ar ®1E0) p ® 1¥)a] = 1E0)ap ® (U1¥)a) (1.8)
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Here |&), represents a specific entangled state that is shared by two par-
ties, Alice and Bob, who want to teleport the unitary operation U from
Alice to Bob. Huelga et al.1? have investigated protocols which achieve
the teleportation of U using local operations, classical communication and
shared entanglement.

1.2. Content of the Paper

In this paper we will present a concept of programmable quan-
tum processors. We will study and classify deterministic processors that
realize completely positive linear maps (Sec. 2). In Sec. 3 we introduce
probabilistic programmable processors and we analyze in detail what type
of operations can be realized with these processors. We will show that
the so-called quantum information distributor (QID) is particularly useful
realization of universal probabilistic programmable processor for qudits.
In Sec. 4 we will show how the probability of success of probabilistic
programmable processors can be increased by using more sophisticated
programs. We will continue this discussion in Sect. 5 where we will con-
sider an interesting case with N copies of the same program. Section 6
is devoted to a problem of processor design. Specifically, we will analyze
how to design (“construct”) a processor that is supposed to implement a
given set of operations. In this section we will also discuss briefly a prob-
lem of quantum simulations. In Sec. 7 we will show that programmable
processors can be used to implement generalized Positive operator val-
ued measures (POVM) measurements. It is not always necessary to per-
form a desired operation on the data register perfectly. Therefore in Sec. 8
we address the problem of approximate processors. Finally, in Sec. 9 we
briefly summarize our results.

2. DETERMINISTIC QUANTUM PROCESSORS: PROPERTIES
AND CLASSIFICATIONS

As we have already mentioned in the Introduction a general pro-
grammable quantum processor consists of two registers, a data register
and a program register, and a fixed array of quantum gates. The input
state that goes into the program register encodes an operation we want
to perform on the data register. We would first like to show that the
action of the processor can be fully described by a specific set of linear
operators.
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2.1. Quantum States of Program Register

First we discuss the role of the program states in the concept of
programmable quantum processors. In particular, we will investigate how
the transformations that are supposed to be executed on the data can be
encoded in quantum states of program registers.

2.1.1. Pure States

Let |¥)qs be the input state of the data register, |E), be the input
program state and G be the unitary operator that describes the action of
the array of quantum gates. If {|j),|j=1,... N} is a basis for the space of
program states, then we have that

N
G¥)a®IE)p) =D 1i)p plilG(¥)a ®E) ). 2.1

j=1
If we define the operator A;(E), which acts on the data register, by
Aj(EY)a= p(JlG(¥)a®IE)p), (2.2)

then we have that

G(¥)a®IE)p V)a®lj)p- (23)

T M =
[;1

This means that the output density matrix of the data register is given by
N

=>"A;(E)Y)a a(WIAL(E). 2.4)
j=1

The operator A;(Z) depends on the program state, but it can be expressed
in terms of operators that do not. Define the operators

Ajk=Aj(k)= p(jlIGlk)p, (2.5)

where |k) is one of the basis states we have chosen for the space of pro-
gram states. We have that for any program state |Z)

N
Aj(B)=" pkIB)pAji. (2.6)
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This means that the operators Aj; completely characterize the processor.
We shall call these operators the basis operators for the processor. These
operators have the following property,

N

N
D AL Ak =D klG )G k2) = Ladky s (2.7)
j=1 j=1

where we have used the decomposition > G DI=1p.

An obvious question to ask at this point is whether any set of opera-
tors satisfying Eq. (2.7) corresponds to a quantum processor. The follow-
ing construction allows us to show that this is the case.?” Given a set
of N? operators acting on H,, we can construct an operator, G, acting
on the product space Hy ® Hj,, where H, is an N-dimensional space with
basis {|k),lk=1,...N}. We set

N
G= > Aj®|j)pplkl. (2.8)
Jj.k=1
It is now necessary to verify that G constructed in this way is unitary.
Noting that

N
GT: z A;k®|k>p p(j|v (2~9)
Jj.k=1

we see that Eq. (2.7) implies that GTG=GG" =1, so that G preserves the
length of vectors and is unitary.

It is possible to express the basis operators for closely related pro-
cessors in terms of each other. For example, if {Bj|j, k=1,...N} are
the basis operators for G', then from Eq. (2.9) we see that Bjy =A;£j. If
G and G, are two processors (unitary operators) with basis operators
{A%1j.k=1,...N} and {A']|j.k=1.... N}, respectively, then the basis
operators, Cji, for the processor corresponding to the operator GG, are

N
1 2
Cir=>_ AL)AD. (2.10)
n=1

This follows immediately if both G| and G, are expressed in the form
given in Eq. (2.8) and then multiplied together. If we apply this equation
to the case G1=G and G, =G, and note that GGT =1, we have that

N
> Ak AL =1abkk,. (2.11)
j=1
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It is clearly possible to generalize Eq. (2.10) to the case when there is a
product of more than two operators.

2.1.2. General Program States

Let us suppose the program is represented by a mixed state ¢, =
> 1 Rulk)(l]. Then for the induced mapping we have

ng = Z Rk[AkaidnA;lTrpﬂm)p(n')
kimn

=" RuAukodA,,.- (2.12)
kim

We shall denote by Cg the set of completely positive linear maps realizable
by using the fixed processor G and any mixed state in the program space
as a program.

Let us now address the question of whether it is possible to find a
second processor, G’, that can realize any map in the set Cg using only
pure state programs. Any mixed state in 7, can be purified, but the purifi-
cation is not unique.>2D We begin by defining a new program space, Hy
and choosing the purification of the density operator represented in terms
of its spectral decomposition as 0, =>; Aklxx) (x| in the following way

op — 10)y = Valxx)p ®Ik). (2.13)

k

We define the unitary operator corresponding to the new processor, which
acts on the space Hy ® H,, by

G:=G®I. (2.14)

The conjecture is that processor G’ with the pure program state |®), will
produce the same mapping as the processor G with the mixed program
state gp,. If this is true, then we will have shown that by using only pure
program states with the processor G’, we can implement the entire class
of superoperators Cg.

In order to prove this we have to show that

TryGoa®0,G =TryG'04®0,G" (2.15)
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for all o4. The right-hand side of this equation can be rewritten as
Tp’G/Qd ® QP/G/T

=T, {Z Vi (Gea® 1) 0ulGY) @ |k><l|]
kl
= Z VarTrp [(GQd ® [xk) (X IG";') 5k1]
ki

=Tr, [ng ®(Zxk|xk><xk|)6*]

k
=Tr,Goa®0,G", (2.16)

which proves Eq. (2.15). Therefore, we can conclude that it is possible
to “mimic” mixed program states for a given processor by introducing a
larger program space H, and a new processor mapping G'=G®]I.

2.1.3. Correspondence Between Programs and Mappings

We have just seen that two different programs on two different
processors can lead to the same mapping, and now we would like to exam-
ine whether different programs on the same processor can produce iden-
tical mappings. We shall illustrate this possibility by means of a simple
example. Let O, be a projection operator on the program space whose
range has dimension D, where 1 <D < N, and let Uy and U, be two differ-
ent unitary operators on the data space. Consider the processor given by

G=U180,+Ur®I,— Q). (2.17)

Any program state in the range of Q, produces the mapping U; on the
data state, and there are clearly an infinite number of these. Therefore, we
can conclude that there are processors for which many program states pro-
duce the same operation on the data state.

We shall now show that the opposite can also occur, i.e., that there
exists a processor, for which every program state (mixed or pure) encodes
a different superoperator. To do so, we utilize results of Refs. 22 and 23
where the unitary transformation

G=cos¢l+isingS (2.18)

was introduced. The swap operator S = >, |kl)(lk| is defined in any
dimension. The so-called partial swap transformation G acts on two qudits
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(d dimensional systems). Let us restrict our attention to qubits, and iden-
tify one of the qubits with the data register and other with the program
system. In Ref. 23 it was shown that if the program system is prepared in
the state o, =&, then the induced map (superoperator) T: is contractive
with its fixed point equal to &. Since each contractive superoperator has
only a single fixed point, we can conclude that different program states
£ #&' induce different superoperators, i.e., Tz # Tz'. As a result we can
conclude that in the processor given by Eq. (2.18), for any value of the
parameter ¢, the correspondence between programs and induced mappings
is one-to-one. Finally, we note that the results presented in this paragraph
also hold for qudits.

2.1.4. Equivalent Processors

We shall regard two processors G| and G» as equivalent if one can be
converted into the other by inserting fixed unitary gate arrays at the input
and output of the program register, that is if

Gr=Uu QUG 1 @ Up), (2.19)

where U, and U, are unitary transformations on the program space.
If this equation is satisfied, then the processors defined by the two gate
arrays will perform the same set of operations on data states, but the pro-
gram states required to perform a given operation are different, and the
outputs of the program registers will be different as well. If Eq. (2.19)
holds, then for the basis operators A;’k) (i=1,2) associated with the two
processors we have

N
Aﬁ): Z (Upl)jm(Up2)nkA£,},),~ (2.20)

m,n=1

Therefore, we can regard two processors whose set of operators A;’k) are
related by the above equation as equivalent.

If the processors 1 and 2 are equivalent, then they will implement the
same set of superoperators, i.e., Cg, =Cg,. In order to see this, suppose
that when the state |E1), is sent into the program register of the proces-
sor 1, the map Tg " with program operators {A;l)(El)}, is performed on
the data state. Now let us consider what happens when we send the state
[82),=U _21|El) p into the input of the program register of the processor
2. This will produce the mapping Tz, on the data state of the processor

2. The relation between the program operators A;I)(El) and A;z)(Eg) is



326 Buzek, Hillery, Ziman, and Rosko

N
AP (&) =W Al @Er). (2.21)
k=1

The operators A&l)(El) are Kraus operators for the mapping Tz, and the

operators A;Z)(Ez) are Kraus operators for the mapping Tg,. The above
equation implies that the mappings are identical, Tg = TEZ.(IO) There-
fore, any superoperator that can be realized by the processor 1 can also be
realized by the processor 2. Similarly, it can be shown that any superoper-
ator that can be realized by the processor 2 can also be realized by proces-
sor the 1. This shows that the two processors implement the same set of
superoperators.
Here we summarize some of our results so far:

e For a given processor, G, any member of the class of all possi-
ble completely positive linear maps realizable by G, Cg, can be
expressed in terms of the operators A ji.

e We can mimic the action induced by any mixed program state by
a pure program state in a larger program space.

e For any two mappings realized by the processor G and the pure
state programs |E1), and |E;), the identity

> ALEDAL(EY) = (E1|E2)u, (2.22)
K

holds. This follows directly from Egs. (2.6) and (2.7).

2.2. Classes of Processors

In what follows we will examine several different kinds of determinis-
tic quantum processors. These will serve to illustrate some of the general
considerations in the previous sections.

2.2.1. U Processors

Let us suppose that the eigenvectors of the unitary operator, G, that
describes the fixed array of gates are tensor products. In particular, sup-
pose that we have a single orthonormal basis for H,, {|k),lk=1,...N}
and a collection of orthonormal bases for Hy, {|¢pmk)alk=1,...N,m =
1,...M}, where M is the dimension of H,. For each value of k, the vec-
tors {|¢mr)alm=1,...M} form an orthonormal basis for H,;. We call a
processor a U processor if the eigenvectors of G, |®k)qp, are of the form

| Pk )dp = |Pmk}a ® k) p. (2.23)
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In this case the operators Aj; are given by A =4;U; where U; is uni-
tary (its eigenstates are just {|¢y;)qlm=1,...M}) . This is the type of pro-
cessor that was studied by Chuang and Nielsen,” and we recall that the
dimension of H, is equal to the number of unitary operators that this
type of processor can perform. The processor acts on the state [/)q ®1j)p
as

GYa®1j)p)=WUjlv)a) &1))p (2.24)

where |Y)4 is an arbitrary data state.

For a general pure program state |E), _Z a|j)p the encoded map-
ping, or the superoperator, Tg is given by the expression Tgloq] =
Z |oz]| U]QdU' In the case of a mlxed program state Qp—zjk Rijkl|j) (k|

the data state is transformed as Tp,[oa]l = ; R]]U]QdU Comparing
these two cases we conclude that we can always mimic a mlxed program
state by a pure one, in particular, it is enough to set o; =\/RTj . Hence,
for this type of processor we can consider only pure program states with-
out any loss of generality.

Finally, we note that for all program states |E),

1 S D
Tg |:3Idi|=;|aj| Uj-1aUj =~Lu. (2.25)

This implies that each element of Cg is unital, i.e., it maps the identity
operator into itself.

2.2.2. 'Y Processors

A second possibility is to consider a situation that is in some way
the reverse of the one we just examined. We have a single orthonormal
basis for Hy, {Im)qlm=1,... M}, and a set of orthonormal bases for 7,
{Ixmk)plk=1,... N}, where the index m=1,... M labels the bases and the
index k labels the individual basis elements. We again assume that the
eigenvectors of G, |®,,k)ap are tensor products, but now they are given by

|(Dmk>dp=|m>d®|)(mk>p- (2.26)

In this case the processor can be expressed as G =Y |m)qs(m| ® Uy,
where U,, is unitary and has eigenvectors {|xux)plk=1,... N}. We find the
operators Aj; by first choosing a single orthonormal basis in H,, {|k),},
and computing
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Ajk = p(ilGlk)p =D Im)(m|(j|Upnlk)
= (Un) jklm)(m|. 2.27)

The maps produced by Y processors are unital, as can be seen from

DA AL =D Un) jiy U) jaylm) (mn) (n]
J j ab
= > (Un) jty (UL jiy Im) (m]
ja
= Sty D Im) (m|=6tyi, 1 (2.28)

The action of a Y processor is particularly simple if all of the oper-
ators Uy, have some common eigenstates, and the program state is one of
them. Suppose that Uy, |E),=e'?"|E),, then

G (Z Cnlm)a ® | s)p): (Z e |m)d)® 1E),. (2.29)

In summary, we can say that both the U and Y processors are controlled-
U gates; in the U processor, the control system is the program and the tar-
get is the data, and in the Y processor, it is the target that is the program
and the control that is the data.

2.2.3. U Processors

Let us consider a simple modification of the U processor, which we
shall call the U’ processor. Suppose we have two different orthonormal
bases of H, {|k),} and {|xx),}. We define a U’ processor to have a uni-
tary operator, G, of the form

G=> Ur®Ik)p(xul- (2.30)
k

This looks like a new kind of processor, but it is actually equivalent to a
U processor. This can be seen immediately if we realize that there exists
a unitary operator, U, acting on H, such that |x;),=U,|k),. Therefore,
we have that

G:(Z Uk ® |k>p<k|)(1d ®U)), (2.31)

k

so that G is, in fact, equivalent to a U processor.
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2.2.4. 'Y Processors

Now let us try a modification of the Y processor in the same spirit as
the one we just made to the U processor. Suppose we have two different
orthonormal bases of Hy, {|m),} and {|¢)a}. We define a Y’ processor to
have a unitary operator, G, of the form

G= " Imaldn|@Uy. (2.32)

For the operators Aj; we obtain
Ajk=p(JIGIK) p =" Im)(m|(Un) ji- (2.33)
m

This type of processor is not equivalent to a Y processor. It does, however,
share the property of producing unital maps as can be seen from

D Aj Al = D Im)mlbu (1l (Un) jiy Uiy
J

J.m,n

D m) m (Ui j (Un) kg

Jam

= Sk, D Im)(m|
m
= Sxikolas (2.34)

which implies that for any program state, the identity on H; is mapped
into itself.

2.2.5. Covariant Processors

Another class of processors that may be of interest are covariant pro-
cessors. Covariance has proven to be an important property in the study
of quantum machines. Covariant processors have the property that if the
processor maps the input data state gj, =|¥)q ¢(¥|, which we shall assume
is a qudit, onto the output density matrix poyt, then it maps the input
state U|y)4 onto the output density matrix UpouU ', for all U € G, where
G is a subgroup of SU(D), for some subset S of all possible program
states.” This relation implies that if |E) € S, then the operators A i (8)
satisfy the relation

TWhether there are any non-trivial covariant processors in the case that S=", is an open
question.
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N N
D UA;EonAlBUT =D A;EWeinUTALE),  (235)
j=1 j=1

for all U €G. Let us now consider the case G=SU (D). If we take p;, to
be I;/d, we find

N N
ZUAj(E)A}(E)U_l=ZAJ-(E)A}(E). (2.36)
j=1 j=1

Because this holds for all U € SU (D), Schur’s Lemma implies that

N
> AjEALE) =cl, (2.37)
j=1

where ¢ is a constant. Taking the trace of both sides of Eq. (2.37) we find
N
Tr [ D A;(B)ALE) | N=cTr()=cN (2.38)
jle ] ] = = N .
j=l

so that ¢ =1. Because this relation holds for any program state, we have
that

N
ZA jki A, =8k la, (2.39)
j=I

which implies that the maps produced by a processor that is covariant
with respect to SU(D) are unital. As an example of covariant program-
mable quantum processor one can consider the so called quantum infor-
mation distributor as described in Sec. 3.3.

3. PROBABILISTIC PROGRAMMABLE PROCESSORS

As shown by Nielsen and Chuang!” universal deterministic program-
mable processors of finite extent do not exist. On the other hand, universal
probabilistic programmable processors can be designed. In this section we
will address a probabilistic implementation of an operation U, encoded in
the state of a program register |Ey),, on the data state |y/)4. The proba-
bilistic character of the implementation of the processor is related to the
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fact that the program register is measured at the output of the processor—
see Fig. 2. We will present a simple example of how to apply an arbi-
trary operation to a single qubit initially prepared in a state |y). The gate
array consists of four C-NOT gates, and can implement four programs per-
fectly. These programs cause the one of the operations /, o, —ioy, or o
to be performed on the data qubit. Here / is the identity and o;, where
Jj=x,y,z is a Pauli matrix. By choosing programs that are linear combi-
nations of the four basic ones, it is possible to probabilistically perform
any linear operation on the data qubit. We generalize the idea to an arbi-
trary dimensional quantum system, a qudit.

3.1. Operations on Qubits

We would like to construct a device that will do the following: The
input consists of a qubit, |)4, and a second state, |Ey),, which may be
a multiqubit state, that acts as a program. The output of the device will
be a state U|y)4, where U is an operation that is specified by |Ey),. In
order to make this a little less abstract, we first consider an example: Let
|¢) and |¢) be two orthogonal qubit states, and suppose that we want to
perform the operation

Ac=1pL) (@1l — o) (Pl =1—2|p) (o], (3.1

on | ). The action of this operator is analogous to that of o, in the basis
{10), |1)}, except that it acts in the basis {|¢1), |¢)}. That is, o, does noth-
ing to |0) and multiplies |1) by —1, while A, does nothing to |¢,) and
multiplies |¢) by —1. Can we find a network and a program vector to
implement this operation on |y);?

We can, in fact, do this by using the network for a QID as intro-
duced in Ref. 24 (this is a modification of the quantum cloning transfor-
mation®-29 see more details in Sec. 3.3). In this network the program
register is represented by a two qubit state |E,),. Before we present the
network for the programmable gate array, we shall introduce notation for
its components. A C-NOT gate Dj; acting on qubits j and k performs the
transformation,

Djxlm)j|n)i=|m)jlm ®n), (3.2)

where j is the control bit, k is the target bit, and m and n are either 0
or 1. The addition is modulo 2. The QID network consists of four C-NOT
gates, and acts on three qubits (a single data qubit denoted by a subscript
1 and two program qubits denoted by subscripts 2 and 3, respectively). Its
action is given by the operator Pjy3= D31 D> D13D1, (for more details see
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Sec. 3.3). As our first task, we shall determine how this network acts on

input states where qubit 1 is in the state |¢), and qubits 2 and 3 are in
Bell basis states. The Bell basis states are defined by

1
|®4) = —=(01)+[10)) =[Zo1) ,

V2
1
[®_) = —(101) = [10)) =|E11);
\{5 (3.3)
v, ) = —(]00 1) =|Ep);
W) ﬁ(l )+ 111)) =1E00)
1
V_) = —(|00) —|11))=|Eq0).
|>ﬁ(|>|>)|10>
We find that
P3| 11 @4 )23 = (ox|¥) )P 4);
P D)3 = (—ic _);
1231 1P )23 = (—ioy|¥))IDP-) (3.4)
P3|y 1| Wy)as = [Y)1|W4) s
Pio3|¥r)1[W_)23 = (oz[¥) )W)

Any operation on qubits can be expanded in terms of Pauli matrixes
and the identity. The above equations mean that the Bell basis vectors are
“programs” for a complete set of operations. In order to see how to make
use of this, let us expand our proposed operation in terms of this complete
set. Expressing |¢) as |¢) =pu|0) +v|1), we have that

- _ (VP =ul? =20
A, =1 2|¢)(¢|—( —2u*v  ulF—=i?)’
= ()T (v — ) (i)

+(v]* =)o 3.5

We can now apply the operation A to |¥) by sending in the “program”
vector

|Ea)23= — (W™ + w1 )| Py)a3 + (uv* — ¥ v) [P _)23
+ (WP = )W), (3.6)

and measuring the program outputs in order to determine if they are in
the state (|®4)+ |P_)+|W_))/+/3. If they are, our operation has been
accomplished. Note that the measurement is independent of the vector |¢)
so that no knowledge of this vector is necessary to make the measurement
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and to determine whether the procedure has been successful. As we see,
the probability of success is 1/3 for the implementation of the operation
A, which is parameterized in general by two continuous parameters (i.c.,
the state |¢)).

Let us examine the program vector more carefully. If we define the
unitary operation, Ujnj;, by

Uinit|00) = —[10);
Upit[10) = —[11);
Uit 11) = |01); (3.7)
Uinit|01) = |00);
we have that
1
Bahz =it 7 + : 3.8
[Ea)12 tﬁ(|¢>|¢l) ldL) b)) (3.8)

Finally, we can summarize our procedure. The steps are

1. Start with the state %(|¢>|¢L>+|¢l>|¢>) .

2. Apply Uhnit-

3. Send the resulting state into the control ports (inputs 2 and 3) and
|[y) into port 1.

4. Measure (|®4)+ |®_) +|W_))/+/3 at the output of the control
ports.

5. If the result is yes, then the output of port 1 is (I —2|¢)(p|) V).

Before proceeding to a more general consideration of this network, let
us make an observation. Suppose that we carry out the same procedure,
but instead of starting with the program vector (|¢)|¢.1) +|p.1)|P))/v/2, we
start instead with the program vector (|¢)|¢) —|¢1)[p1))/~/2. At the end
of the procedure the output of the data register is Ay|y), where

Ac=|p) (LI +dL1) (Pl (3.9)

The operation A, interchanges |¢) and |¢,). Its action is analogous to
that of o, which interchanges the vectors |0) and |1). The probability of
success for this procedure is also 1/3.

We now need to determine whether there is a program for any oper-
ator that could act on |yr). The operator need not be unitary; it could be
a result of coupling |¢) to an ancilla, evolving the coupled system (a uni-
tary process), and then measuring the ancilla. Therefore, if A is now any
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linear operator acting on a two-dimensional quantum system, the trans-
formations in which we are interested are given by

1
——Aly). 3.10
V)= gAY (3.10)

Let us denote the operators, which can be implemented by Bell state
programs, by Soo=1, So1 =0%, Sio=0, and Sj;=—io,. Any 2 x 2 matrix
can be expanded in terms of these operators, so that we have

1
A= Z &ijjk' (3.11)
k=0

We now define a;r =ajr/./1, where

1
n= > lal* (3.12)
Jj k=0
so that
1
1= > lajl*. (3.13)
j k=0

Now let us go back to our network and consider the program vector
given by

1
18a)= D ajilEji), (3.14)

k=0

and at the output of the program register we shall measure the projection
operator corresponding to the vector (1/2) Zj‘,k:(} |Ejk). If the measure-
ment is successful, the state of the data register is, up to normalization,
given by

1

W)= D aiSi | 1¥). (3.15)

k=0

After this state is normalized, it is just (1/||Av|)|¥). This means that for
any transformation of the type given in Eq. (3.10) satisfying the normali-
zation ||A||=(1/N)TrATA=1, we can find a program for our network that
will carry it out.
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3.2. Generalization to Qudits

In order to extend the network presented above to higher dimensions,
we must first introduce a generalization of the two-qubit C-NOT gate>¥
(see also Ref. 27). To make our discussion self-contained we first pres-
ent a brief review of the formalism describing quantum states in a finite-
dimensional Hilbert space. Here we follow the notation introduced in Ref.
28. Let the N-dimensional Hilbert space be spanned by N orthogonal nor-
malized vectors |x;) or, equivalently, by N vectors |p;), k,[=0,...,N—1,
where these bases are related by the discrete Fourier transform

lxx) = LNE lexp(—i—kl)|p)-
(3.16)

1) = ilvz_jlexp(iz—”kl)m.
ﬁ k=0 N

Without loss of generality, it can be assumed that these bases consist of
sets of eigenvectors of non-commuting operators X and P:

Xlxe)=klxe).  Plp)=Ilpi) . (3.17)
that 1is,
N-—1 N-—1
X= klx)xl:  P=> " lp)pl. (3.18)
k=0 =0

For instance, we can assume that the operators X and P are related
to a discrete “position” and “momentum” of a particle on a ring with
a finite number of equidistant sites.??) Specifically, we can introduce a
length scale, L, and two operators, the position x and the momentum p,
such that

x|xg) =xxlxk),  plpn)=pilpi), (3.19)

2w 1 [2n
=L, —k; =—\/ =1, 3.20
k N pi LV N ( )

where we have used units such that A=1. The length, L can, for example,
be taken equal to /1/wm, where m is the mass and w the frequency of a
quantum “harmonic”oscillator within a finite dimensional Fock space.

where
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The squared absolute values of the scalar product of eigenkets (3.17)
do not depend on the indices k, I:

(e lp)P=1/N, (3.21)

which means that pairs (k,/) form a discrete phase space (i.e., pairs (k,[)
represent “points” of the discrete phase space) on which (quasi)-proba-
bility density distributions associated with a given quantum state can be
defined.(%—3% Next we introduce operators which shift (cyclicly permute)
the basis vectors®):

Ry(n)|xx) = |x(k+n)m0dN);
(3.22)

Ry(m)|p1) = IPG+mymod N)>

where the sums of indices are taken modulo N (this summation rule is
considered throughout this paper, where it is clear we will not explic-
itly write the symbol mod N). For more about the properties of these
operators and the role they play in the discrete phase space (k,[) see Ref.
36.

A general single-particle state in the x-basis can be expressed as

=

N-1 -1
W)= cxlx)is lee*=1. (3.23)
k=0

~
Il
o

The basis of maximally entangled two-particle states (the analogue of the
Bell basis for spin-% particles) can be written as

= 27
1Enn) = —= > exp((i =mk) o) X g—mmoa ) (3.24)
N k=0 N
where m,n=0,..., N —1. We can also rewrite these maximally entangled
states in the p-basis:
1 & 2
B =75 2 exp(—i 571 1Pon-tymoa ) 1) (3.25)

The states |E,,,) form an orthonormal basis

<Ekl|Emn>:8k,m8l,n s (326)
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with

[

mn)(Emn|=I®I~ (327)

In order to prove the above relations we have used the standard relation
SV expl2mitk —k')n/N1= N&j .

It is interesting to note that the whole set of N2 maximally entangled
states |E,,,) can be generated from the state |Egg)23 by the action of local
unitary operations (shifts), e.g.,

|Emn)23 =1 & RL(n)R,(m)| Eo)23 » (3.28)

acting just on system 3 in this particular case.
From the definition of the states |E,,,),3 it follows that they are
simultaneously eigenstates of the operators X, — X3 and P, + P;3:

(X2 = X3)|Emn)23 = n|Emn)23;
(3.29)
(P2 + P3)|Emn)23 = m|Epn)2s3.

We easily see that for N =2 the above formalism reduces to the well-
known spin-% particle (qubit) case.

Now we introduce generalizations of the two-qubit C-NOT gate (see
also Ref. 37). In the case of qubits the C-NOT gate is represented by a
two-particle operator such that if the first (control) particle labeled a is in
the state |0) nothing “happens” to the state of the second (target) parti-
cle labeled b. If, however, the control particle is in the state |1) then the
state of the target is “flipped”, i.e., the state |0) is changed into the state
|1) and vice versa. Formally we can express the action of this C-NOT gate
as a two-qubit operator of the form

1
Dap=_ k)atk|® [(m+k)mod 2),(m|. (3.30)
k,m=0

We note that in principle one can introduce an operator DZb defined as

1
D, =" 1k)a(kl®|(m —k)mod 2), (m] . (3.31)
k,m=0

In the case of qubits these two operators are equal. This is not the case
when the dimension of the Hilbert space is larger than 2.7 Let us gener-
alize the above definition of the operator D for N > 2. Before doing so, we
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shall simplify our notation. Because we will work mostly in the x-basis we
shall use the notation |x;)=|k) where it may be done so unambiguously.
With this in mind we now write

N-1
Dap= > [K)atk|®|(n +kymod N)y(m|. (3.32)
k,m=0

From the definition (3.32) it follows that the operator D, acts on the
basis vectors as (see Fig. 6)

Daplk)|m) = k)| (k +m)mod N} , (3.33)

which means that this operator is equal to the conditional adder®® 3% and
can be performed with the help of a simple quantum network as discussed
in Ref. 38.

If we take into account the definition of the shift operator R, (n)
given by Eq. (3.22) and the definition of the position and momentum
operators x and p given by Eq. (3.19) we can rewrite the operator Dy
as:

N-1
Doy = D, [k)alkl® R (k) |m)p (m]
m=0

k,m=
N—-1

= > |k)akl@RP (), (3.34)
k=0

Fig. 6. A schematic description of the two-qudit
conditional-shift gate. The arrow between two qudit
lines indicates the action of the control: The control
qudit that is prepared in the state |k) acts on the
target qudit that is prepared in the state |¢).
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and analogously

N-—1
ng: Z k) (k| ®|(m — k)mod N)p (m|
k,m=0
N-—1
= > |k lkl® R (—k). (3.35)
k=0

where the subscripts ¢ and b indicate on which Hilbert space the given
operator acts. Now we see that for N >2 the two operators D and D do
differ; they describe conditional shifts in opposite directions. We see that
the generalization of the C-NOT operator are the conditional shifts. The
amount by which the target (in our case particle ») is shifted depends on
the state of the control particle (a) [for a pictorial representation of this
gate see Fig. 6].

3.3. Quantum Information Distributor

As shown in Ref. 24 quantum control over the quantum information
can be achieved with the help of a quantum “machine,” the so-called QID.
The machine takes as an input a system qudit prepared in an unknown
state |¥); and two ancilla qudits prepared in the state |®),3 that plays the
role of quantum program (i.e., the CP map that has to be performed on
the system qubit is encoded in this state). The action of the QID itself is
described by a unitary operator Pjy3 acting on the Hilbert space that is a
tensor product of the three qudits under consideration. This unitary oper-
ator can be expressed as a sequence of four controlled shifts Dy, i.c.,

Pi23= D31 D}, Di3Di5. (3.36)

The flow of information in the quantum distributor, as described by the
unitary operator (3.36), is governed by the preparation of the distributor
itself, i.e., by the choice of the program state |®),3. In other words, we
imagine the transformation (3.36) as a universal “processor” or distribu-
tor and the state |®),3 as “program” through which the information flow
is controlled.

We present the logical network for the QID in Fig. 7. The output state
of the three particle system after the four controlled shifts are applied is

1204 123 = D3 D} D13D12|)110)23. (3.37)

Note that the QID is covariant with respect to any choice of the state |W);
of data register (for more details see Ref. 24).
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s s
o i

Fig. 7. A logic network for the universal quantum proces-
sor as given by the unitary transformation (3.36). The action
of the controlled shift operator Djy is represented in Fig. 6.

_H

2

o

3.3.1. Factorized Program States

Let us first assume that the two program qudits are in a pure state

1©)23 =|Xm)2|pn)3 - (3.38)

After the action of the QID the state |Q2)23=|¥); ® |®)y3 transforms as

120°") 153 = P13 W) [xm)2l pu)3
= [Rem Ry )19)2] @ 1B (3.39)

So we can observe two actions of the QID on the input state: Firstly,
the state of the original qudit has been totally copied on the state of the
second qudit (this might be considered as the swap operation). Simulta-
neously, the second qudit undergoes two rotations described by the opera-
tor Ry (m)R,T, (n), where the values of the rotations are uniquely determined
by the program state. Finally, the two remaining qudits (labeled as 1 and
3) became maximally entangled as the result of the action of the QID.

3.3.2. Maximally Entangled Program States

Let us assume that the QID state |®)3 is initially prepared in the
maximally entangled state |E,;,)23 given by Eq. (3.24) Taking the original
system to be prepared in the state |W)j, i.e., the three qudits at the input
are in the state

[€2)123=|¥)1 @ |Epmn)23 (3.40)

we find after the QID transformation the expression for the state vector of
the three qudits

190 123 = [ R 00 R 0m) | 9)1 | @ 1 Znn)23 (3.41)
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We see that if the program register is initially prepared in the maximally
entangled state then the information encoded in the input state of the first
(system) qudit will remain in this qudit, but the QID will induce a specific
rotation on this qudit that is uniquely determined by the maximally entan-
gled state of the program qudits. Interestingly enough, the program state
is not changed at all in this case.

3.4. QID as Universal Processor

We assume the network for the probabilistic universal quantum
processor to be the QID as described by Eq. (3.36) as a sequence of four
conditional shifts gates D. The sequence of four operators acting on the
basis vectors gives |n)||m),|k)3 as

D31 D3, D13Dyaln)i|m)alk)3
=|(n—m+k)ymodN)| |(m+n)mod N), |(k+n)mod N)3. (3.42)

We now turn to the fundamental program states. A basis consisting of
maximally entangled two-particle states (the analogue of the Bell basis for

spin-4 particles) is given by
" 2
Bl = ,; exp(l ka) 1K) (k — nymod N), (3.43)
where m,n=0,..., N—1. If |E,,), is the initial state of the program reg-

ister, and |W¥) = Z aj|j)a (here, as usual, Z | j|2_ 1) is the initial state
of the data reg1ster it then follows that

P123|‘I/)1|:mn>
-Z T Pl ) Ik k)

_z L exp?

—2mijm -
:Z“f exp TU —n)|Epn)
Jjk
= U W) | Epn), (3.44)

|J—n>|k+1>|k+J—n>

where we have introduced the notation

N-1 .
)
ymm — zoexp %m-mm. (3.45)
s=
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This result is similar to the one we found in the case of a single qubit (see

Sec. 3.1). We would now like to examine which transformations we can

perform on the state in the data register by using a program consisting of

a linear combination of the vectors |E,,,) followed by the action of the

processor Pjp3 and a subsequent measurement of the program register.
The operators U™ satisfy the orthogonality relation

Tr [(U(’"/”/) )TUW")] = N8,y S (3.46)

The space of linear operators 7 (H) defined on some Hilbert space H
with the scalar product given by (3.46) we know as Hilbert—Schmidt space.
Thus the unitary operators U™ form an orthogonal basis in it and any
operator A €7 (H) can be expressed in terms of them

N-1
A= D" gualU™. (3.47)

m,n=0

The orthogonality relation allows us to find the expansion coefficients in
terms of the operators

1 i
_ (mn)
G = Tr [(U ) A] (3.48)
Equations (3.46) and (3.47) imply that
N—1 |
> laml? = Tr(ATA). (3.49)
m,n=0

Therefore, the program vector that implements the operator A is given by

N i|1/2 N-1

[va)oz = I:m mnz_o%nn|amn)23- (350)

Application of the processor to the input state |W)|va)o3 yields the output
state

10123= D gmaU """ |¥)1 @ | Epn)2s. (3.51)

mn

To obtain the final result we perform a projective measurement of the pro-
gram register onto vector |M )3

|M) = | E ) (3.52)
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If the outcome of the measurement is positive, then we get the required
transformation A acting on an unknown, arbitrary input state |W);.

Let us consider an example. Suppose we choose for A the unitary
operator I —2|¢){(¢|, where the normalized state |¢) can be expressed as

N-1
@)= Bilk). (3.53)
k=0

The expansion coefficients for this operation are given by

N-1

2 )
qmn = 8m05n0 - N Z ezmkm/N:BI:ﬂk—nv (354)
k=0

and the program vector for this operation is

2 N-1
|0)23=1800)23 — ——= D> B*1B-tkrmlk)alk —n)3. (3.55)
ﬁk,n:o

The program vector can be obtained from a state more closely related to
|¢) if we introduce a new unitary operator and a “complex conjugate”
vector. Define the operator W by

Wik)=|—k), (3.56)
and the vector |¢*) by
N-1
%)= "> Bilk). (3.57)
k=0
We then have that
— V(12 _ i *
[®)23= (W20 1) (D) (|u00)23 Wil )2|¢>>3)- (3.58)

A network that performs the operation (W ® I3) (D§3)2 could be added
to the input of the program register so that the simpler state that appears
on the right-hand side of Eq. (3.58) could be used as the program. At the
output of the processor we have to perform the projective measurement
discussed in the previous paragraph, and the probability of achieving the
desired result is the same as the probability of successfully implementing
the transformation, A. In this case the probability is 1/N2.
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3.5. Success Probability

The probability, p, of successfully applying the operator A to the
state |W); in our example is rather small. This is because the operator we
chose was a linear combination of all of the operators U™ This means
that if the data register consists of / qubits, i.e., N =2, then the probabil-
ity of a successful implementation of a general transformation A decreases
exponentially with the size of the data register. However, if we were to
choose an operator, or set of operators, that was a linear combination of
only a few of the U™ then the success probability can be significantly
improved. This would entail making a different measurement at the output
of the program register. Instead of making a projective measurement onto
the vector |M), one would instead make a measurement onto the vector

1
M)=177 2. 1Bm) (3.59)
m’n:qmn#o

where N is the total number of nonzero coefficients g,,,, in the decompo-
sition in Eq. (3.47). If the operation being implemented is unitary, then,
in this case, the probability of implementing it is
1
p_ N?
where N is the total number of nonzero coefficients ¢, in the decom-
position (3.47). There are, in fact, large classes of operations that can be
expressed in terms of a small number of operators U™ 3 For these oper-

ators, the probability of success can be relatively large and, in principle,
independent of the size of the Hilbert space of the data register.

(3.60)

Example 1.

Let us consider the one-parameter set of unitary transformations U,

14+ i
U(p:cos<p1+isin(p|: —ZHU(OI)—i— 2’U<°3>], (3.61)

where the unitaries U are given by Eq. (3.45). These unitaries for N =4
can be explicitly written as

3 3
U =>" =iy UY=>aG) P, (3.62)
s=0 s=0

8We note that an arbitrary sum of unitary operators U is not necessarily a unitary
operator.
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where Py =|s)(s|. From here we find the expression for the operator (3.61)
in the form:

Uy=cospl+ising [P+ P —P,— P3], (3.63)

We note that if we rewrite the parameters s as binary numbers, s = j;2+
Jjo, where ji is either 0 or 1, and express the states |s) as tensor products
of qubits, i.e., |s)=]j1) ®|jo), we find that the operator in brackets on the
right-hand side of Eq. (3.61) can be expressed as

14 1—i
[%U(Ol) + TZU((B)] —0y®1. (3.64)

From Eq. (3.63) it is clear that U, has eigenvalues of magnitude 1, which
implies that U, is unitary. It can be realized by the universal quantum pro-
cessor (3.39) with a probability of successful implementation equal to 1/3.
This example illustrates that it is possible to realize large classes of uni-
tary operations with a probability that is greater than the reciprocal of the
dimension of the program register.

This example can be easily generalized. Consider a one-parameter set
of unitary operators acting on a Hilbert space consisting of / qubits, which
is given by

Uy=cosg I® +isingay @201, (3.65)

The operator o3 ® I®¢~1 is diagonal and therefore only the diagonal uni-
taries from our set U™ ie., U™ appear in its expansion, Eq. (3.47).
Moreover, the coefficients ¢,,0 in the expansion are non-vanishing only for
odd m. It follows that

Up=cospI® +ising > quoU"?, (3.66)
odd m

and the probability of a successful implementation of this unitary trans-
formation is p=2/(2! +2).

Example 2.
For some sets of operators it is possible to do even better than we were
able to do in the previous example. Consider the one-parameter set of uni-

tary operators given by

Uy =cos® I +isiny UON/?), (3.67)
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where N is assumed to be even. That this operator is unitary follows from
the fact that U®N/? is self-adjoint. A program vector that would imple-
ment this operator is

|®)23 =cos¥|Eno)a3 +i sin | Eq n/2)23, (3.68)

and at the output of the program register we make a projective measure-
ment corresponding to the vector

1
[M)23=—=(800)23 +E0,n5/2)23- (3.69
2 / )
The probability for successfully achieving the desired result, i.c., the vec-
tor Uy|W¥); in the data register, is 1/2 irrespective of the value N, i.e., the
number of qubits.

Comments

Above we have presented a programmable quantum processor that
exactly implements a set of operators that form a basis for the space
of operators on qudits. This processor has a particularly simple repre-
sentation in terms of elementary quantum gates. It is, however, by no
means unique. It is possible, in principle, to build a processor that exactly
implements any set of unitary operators that form a basis for the set of
operators on qudits of dimension N, and uses any orthonormal set of N2
vectors as programs. Explicitly, if the set of operators is {V,jn=1,... N2}
and the program vectors are {|y,)[n=1,... N2}, the processor transforma-
tion is given by

N2
Pdl’:zvn(d)®|)’n>pp<)’n|v (3.70)

n=1

where the superscript (d) on the operator V, indicates that it acts on the
data register.

As an example, consider a data register consisting of [ qubits. We
could use the processor discussed in Sec. 3 to perform operations on
states in this register, but we can also do something else; we can use !/
single-qubit processors, one for each qubit of the data register. Specifically,
our unitary basis for the set operations on the data register would be

l

Usk =Ujiky,.otts = Q) Sk (3.71)
m=1
where J=(ji,..., ;) and K =(k;y...,k;) are sequences of zeros and ones,

and the operators S, 4, are the defined immediately after Eq. (3.10). The
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program register would consist of / pairs of qubits, 2/ qubits in all, with
each pair controlling the operation on one of the qubits in the data reg-
ister. Each of the operators in our basis can be implemented perfectly
by a program consisting of the tensor product state, Hm -0 |E§mk ), where

|”(’") ) is a two-qubit state that implements the operation S; ; on the
.]”l m

mth qublt of the data register.

We are then faced with the problem of which processor to use. This
very much depends on the set of operations we want to apply to the data.
How to choose the processor so that a given set of operations can be
implemented with the greatest probability, for a fixed size of the program
register is an open problem. A second issue is simplicity. One would like
the processor itself and the program states it uses to be as simple as pos-
sible. The simplicity of the processor is related to the number of quan-
tum gates it takes to construct it. We would maintain that the processors
we have presented here are simple, though whether there are simpler ones
we do not know. Judging the simplicity of the program states is some-
what more difficult, but they should be related in a relatively straightfor-
ward way to the operation that they encode. In many cases these states
will have been produced by a previous part of a quantum algorithm, and
complicated program states will mean more complexity for the algorithm
that produces them. The program states proposed by Vidal, Masanes and
Cirac (VMC) and the ones proposed by us in Sec. 2 are, in our opinion,
simple.

In the following section we will analyze how one can improve a the
probability of successfully carrying out a set of operations by increasing
the dimensionality of the space of program vectors. VMC showed how
to do this in a particular case, but more general constructions would be
desirable. ') Doing so we introduce a method of designing programs for
a quantum computer.

4. IMPROVING THE PERFORMANCE OF PROBABILISTIC
PROGRAMMABLE PROCESSORS

In a probabilistic processor, one measures the output program state. If
the proper result is obtained, the desired operation has been performed on
the data state, and if not, then the output of the data register is discarded.
In this kind of a scenario, one wants the probability of successfully per-
forming the operation to be as close to one as possible. In fact, what one
would like, is, given a set of operations that one wishes to perform, a
procedure for systematically increasing the probability of successfully per-
forming these operations.
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As we have already discussed, in the case of one-parameter unitary
groups acting qubits this was done Preskill!? and VMC.!D considered
the one-parameter group of operations given by U (0) =exp(ifo;), for 0 <
0 <2m, and discussed two equivalent methods of making the probability
of performing U (#) arbitrarily close to one. A circuit consisting of a sin-
gle C-NOT gate, with the control qubit as the data and the target qubit as
the program, can successfully perform U(6) with a probability of 1/2. If
the procedure fails, however, the data qubit, which was initially in the state
|[yr), is left in the state U(—6)|y). What we can now do, is to send this
qubit back into the same circuit, but with the program state that encodes
the operation U (26). This also has a probability of 1/2 of succeeding, and
increases the total success probability for the two-step procedure to 3/4.
Note that our program state has increased to two qubits, one for the first
step and one for the second. We can continue in this way simultancously
increasing the success probability and the size of the program state. It is
also possible to design more complicated circuits that perform the entire
procedure at once, i.e., they have a one-qubit data state, an N-qubit pro-
gram state, and a success probability of 1—(1/2)V.(1D

In this section we would like to extend these ideas in a number of
different directions. First, we shall show that it is possible to boost the
probability of sets of nonunitary operations. It will then be shown how
to increase the success probability of operations on qudits. Finally, more
complicated groups of operations will be considered.

4.1. Improving Operations on Qubits

We shall begin by describing the methods developed in Refs. 10 and
11 in terms of the formalism presented in Ref. 12. There, the input data
state is in the Hilbert space H4, the program state in the space H,, and
G is the unitary operator, acting on the space Hy @ H,, that describes the
action of the circuit. This operator can be expressed as

N

G= > Aj®lj)pplkl, 4.1)
j.k=0

where N is the dimension of H,, Aj; is an operator on Hy, and {|j)|j =
1,...N} is an orthonormal basis for the program space. The operators A j;
satisfy (12)

N N
T

ZAjkl Aji, = 2 Akle]-sz =148k k> 4.2)

j=1 j=1
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where I is the identity operator on H,. If the circuit acts on the input
state |)q ®|8),, we find that

N
G¥)a®IB)p) =D Aj(E)¥)a®lj)p, (4.3)
j=1
where
N
Aj(B)=D" p(k|B)pAji. (4.4)
k=1

Let us begin by using this formalism, let us look at a C-NOT gate and
the simplest of the circuits discussed in Ref. 11. Both the data and pro-
gram space are two-dimensional, and the data space is the control qubit
and the program space is the target qubit. Expressing the operator for the
C-NOT gate in the form given in Eq. (4.1), and choosing the basis {|0), |1)}
for the program space, we find that

Ago=10)(0[; A1 =]1)(1];

A =|1)(1]; A1 =]0)(0]. (4.5)

We want to use this circuit to perform the operation U (#) and this can be
done with the program state

1

|E@O) = ﬁ(e"9|0>+e*f9|1>). (4.6)
This gives us the output state
1
G(W)d@IE(G))p)=ZAj(9)|Iﬂ)d®|j)p 4.7)
j=0
where the program operators are
Ao(0) = ﬁlo)(0|+£|1)(1|_LU(9)
RN V2 2 @3
i? —if 1 :
A1(0) = —|1)({1|+ —|0)(0| = —=U(-0).
1(6) ﬁ|><|+ﬁ|)(|ﬁ()

Therefore, if we measure the output of the program register in the compu-
tational basis and obtain |0), then U(0) has been carried out on the data
state. This occurs with a probability of 1/2.
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If we obtain |1) instead of |0) when we measure the program register
output, then the operation U(—6) has been performed on the data state.
We can try to correct this by sending the state U(—6)|y); back into
the same circuit, but with the program state |2(20)),. If we measure the
program output and obtain |0), then the output of the data register is

UROHU(=)Y)a=U®)|V)a, 4.9)

and this happens with a probability of 1/2. This will correct the previous
error.

A circuit that does this all at once can be constructed from three
qubits and two quantum gates.!) Qubit 1 is the data qubit, and qubits
2 and 3 are the program qubits. The first gate is a C-NOT gate with qubit
1 as the control and qubit 2 as the target. The second gate is a Toffoli
gate with qubits 1 and 2 as controls and qubit 3 as the target. A Toffoli
gate does nothing to the control bits, and does nothing to the target bit
unless both control bits are 1, in which case it flips the target bit. If we
denote the orthonormal program space basis by

10)p=10)2[0)3:  [2),=11)2[0)3;

(4.10)
1), =10)211)3;  13)p,=11)2l1)3,
then this circuit can be described by the operators
Ago=10){0]; Ag1=0; Ap=1)(1]; Ag3=0;
A1p=0; A11=10){0]; A2=0; Apiz=|1)(1]; @.11)
Ay =0; Ay =I1)(11; Axn=[0)(0]; A3=0; ’
Azo=I1)(1]; A3 =0; A3 =0; A33=10)(0].
The program state is now
13
— i(3—27 .
|n(9)):zzoe’( D17y p. (4.12)
j:

At the output of the processor the program register is measured in the
computational basis, and only if both qubits are found to be in the state
[1) does the procedure fail. The overall probability of succeeding is 3/4.

Now let us go back to the C-NOT gate with a single qubit program
and consider a more general program state

|E) =c0]0) +c1]1), (4.13)
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the operators Ayp(E) and A|(E) are

Ao(E) = col0)(0] +cr[1)(1];

(4.14)
A1(E) = ¢1]0){01 +-col1)(1].

These operators are not unitary, but they do have the property that
Ag(BE)A1(E)=A1(E)A9(E)=coc1I. The output state of this circuit is given
by Eq. (4.7), so that it can be used to realize, probabilistically, either of the
nonunitary operators, Ag(Z) or Aj(E). It also suggests that we should be
able to apply something like the Preskill-Vidal-Masanes—Cirac scheme. In
particular, suppose we are trying to perform the operation

B(z)=10)(0] +z|1)(1]. (4.15)

If ¢; =zcp, then Ag(E) is proportional to B(z). We send the data state into
the processor and then measure the program state in the {|0), |1)} basis. If
we get 0 we have succeeded, but if we get 1 we have instead applied A|(E)
to the state. If we fail, however, we can try again. We now take the output
from our first attempt, which is A;(E)|¥ )4, and send it into the processor
again, but this time with the program state

]

1 1/2
| />=( ) (10) +22[1)). (4.16)

1+ [z

We again measure the program state, and if we find 0, the output of the
data register is the desired state, Ayg(E)|¥)y. If we failed, that is we found
1, we can try yet again, but we need to modify the program state every
time we repeat the process.

Rather than performing this procedure sequentially, i.c., sending in
the input state, seeing if we succeed, and if not trying the procedure again
with a modified program state, we can again do everything at once by
enlarging the size of the program space. We shall use a slightly different
processor than the one used by Vidal and Cirac. It has the same four-
dimensional program space, but the operators Aj; are now given by

Ago=10)(0]; Apr=1){1|; Ap=0; Ap3=0;
Apo=0; A =10)(0]; Ap=I1){; A;3=0; @.17)
Ay =0; A2 =0; An=10)(0]; Ax=]|1)(1]; ‘
Azo=1)(1]; A3 =0; A3 =0; A33=10)(0].
The program state is now
3
18)p=>_cklk)p. (4.18)

k=0
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where ¢y1 =zcg for k=0, 1,2, and normalization then requires that

1—|z)?
2
ol

= . 4.19
g (4.19)
The operation of the processor is given by
3
G()a®IE) ) =D Aj(E)Y)a® )y, (4.20)
j=0
where
3
Aj(B)= aAj, 4.21)
k=0

and the operators A j; are given in Eq. (4.17). This processor will perform
the operation B(z) with a reasonably high probability. In order to see this,
we first note that A;(E)=2z/Ay(E) for j=0,1,2,. This implies that

2
G(Y)a®IE)p) = Ao(B)Y)a ® ZZjlj)p
j=0
+A3(B)V)a®13)p, (4.22)

and Ag(E)=coB(z). At the output of the processor we measure the pro-
gram state in the {|j)|j =0,...3} basis, and if we get 0,1 or 2, we have
carried out the desired operation. If |)y =«|0) + B]|1), then the probabil-
ity of success depends on the input state and is given by

1— 6
Psuc=(i)<|a|2+ 2181 (4.23)

1—|z|®

If we average this probability over all input states we find that

— 1f1-]z° 5
Pac=~[ —2 Y1 +1z1%. 4.24
suc 2(1—|Z|8)( 1z]7) ( )

As an example, we can consider the case |z|>=1/2, which gives us Pgyc=0.7.
This can easily be generalized to an N-dimensional program. The
operators Aj; are now given by

Ajk=8;110)(0[ 48411 1)(1], (4.25)
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where the addition in the second Kronecker delta is done modulo N.
These operators satisfy Eq. (4.2), so that they define a unitary operator.
The program state is now

N-1
1E)=co > 2/1j)p. (4.26)
j=0
where
1—|z|?
2
= 4.27
ool = 72w (4.27)

This yields the following output state

G(Y)a®|E),) = coB(z>|w>d®§zf|j>p
+AN_1<E>|w;>:§> IN=1),, (4.28)
where
An-1(E)=co(@"0)(0]+ [1)(1)). (4.29)

The probability of successfully performing B(z) on |y), is given by

Pye = 1= Ay 1 (B)Y |17
A=z (elzPY D+ 81

=1 |2N_1

(4.30)
|z

When |z] =1, this is equal to 1 — (1/N). An examination of Pg,c shows
that it is an increasing function of N. In the case that |z| =1 it approaches
1 as N — oo. This is no longer true if |z]| #1; if |z] <1, we find that the
limit is

Pae— 1= (1= zP)BP =BV, 4.31)

and if |z| > 1, the limit is

1 1

Pye—1— (1——2) lal*=—1B@V|*. (4.32)
|z (4

Therefore, only in the case that we are implementing a unitary operation

can this sequence of processors achieve a success probability arbitrarily

close to 1.
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4.2. Improving Performance of Qudit Processors

We now want to see how these arguments can be generalized to
higher dimensional systems, and, for the sake of simplicity, let us start
by examining qutrits. The data space is now three-dimensional, and let us
take for the operators A ji

Ago=10)(0l; Agr=I1)(1l; Ap2=12){2[;
Ap=2)2; Au=I[0)(0]; Ap=[1){1]; (4.33)
Axy=I1)(1];  Ax=12)2l; Axn=10){0].

The general program state is
|8) =c0l0) +c111) +¢212), (4.34)
which gives the program operators

Ao(B) = col0)(0] +cr[1) (1] +c212)(2];
A1(E) = ¢0|2)(2] +¢110)(0] + 2 1) (115 (4.35)
A2(B) = col1)(1] +¢112)(2] +¢2]0)(0].

The output state is

2
[Wout) = D" Aj[¥)a® 1)), (4.36)
j=0

so that if we measure in the program space and get j, the output state of
the data register is A;(E)|Y)q.

Suppose we are trying to apply the operator A¢(E) to the input data
state. The probability of succeeding is (1//|A(T)(E)A0(E)|1/f). If we fail, how-
ever, we can try again, and this will increase the total probability of suc-
cess. To see how this works, let us consider an example. Suppose that we
measured the program register and got 1 instead of 0. That means we now
have the state Aj(E)|¥)q. We take this state and put it through the pro-
cessor again, but with a modified program state

|E") =c}|0) +c} 1) +c512). 4.37)

Suppose we now measure the output in the program space and get 0. If
Ap(ENA(E) x Ap(E), then we have succeeded on our second try. Noting
that

Ag(E") =¢(l0)(0] +c 1) (1] +c512)(2], (4.38)
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we see that this condition is satisfied if

ac( oc] ocy
C(/)z—; c/lz—; C/2=—. (439)
Cl 2 (€]

The constant « is chosen so that |E’) is normalized.

What we can conclude from this is that we can, by trial and correc-
tion, boost the probabilities of implementing operators that are diagonal in
the basis {|0), |1),]2)}. In the case that the operator we are trying to imple-
ment is unitary, ie., |cj|=1 /~/3, then our probability of success at each
trial is 1/3, so that our probability of success after N trials is 1 —(2/3)V.
This probability goes to 1 as N goes to infinity. These conclusions gener-
alize in a straightforward way to qudits.

We now want to explore increasing the probability of successfully per-
forming an operation on qudits by increasing the size of the program
space. The data space is now of dimension D, and the orthonormal basis
spanning it is {|0)4,...|D — 1)4}. We shall consider a particular kind of
operation, one that changes the amplitude of one of the basis states,
and leaves the rest alone (up to overall normalization). Suppose the state
whose amplitude we want to change is |0)y. The operator we want to
implement is

By(2) =2/0), , (0] + X, (4.40)
where
D—1
X=>" 1k plkl. (4.41)
k=1

For our processor, we shall choose the operators A j;, where j and k
run from 0 to D—1 to be

Aij(Sij+5k,j+1|0>p p<0|, (4.42)

were all additions are modulo D. The program state
N-1
1E)p=co D Flk)p, (4.43)
k=0

where |co|? is given by Eq. (4.27), gives us, for 0<j <N —2

Aj(E)=coz’ By(2). (4.44)
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The probability of successfully performing By(z) on the data state |v/)g,
Pgyc, 1s

|Z|2(N—l) _ 5
Pgye = |Z|2N——1 | Boyr |-, (4.45)

when |z|#1, and it is (N —1)/N when |z|=1. In the limit that N goes to
infinity, Pgyc goes to one if |z|=1. If |z] > 1 we have that

1

o I Bowr 11, (4.46)

Psye —

and if |z| <1, then
Psuc— | Bovr |12 (4.47)

As before, we see that it is only in the case that the operation is unitary
that the probability goes to one.

If we want to modify more than one basis vector amplitude, we
can apply these processors successively, each designed to modify a sin-
gle amplitude. In the case that all of the operations are unitary, this is a
D-dimensional, programmable phase gate, whose probability of succeeding
can be made arbitrarily close to one.

4.3. Realization of SU(2) Rotations

In the VMC model the angle of the U(1) rotation that is supposed to
be performed on a qubit is encoded in a quantum state of the program.
The rotation itself is then applied on the data qubit via the C-NOT gate
that plays the role of a programmable processor. As we have discussed
above the probability of success of the rotation can be enhanced, provid-
ing the data qubit is processed conditionally in loops. The dynamics of
each “run” of the processor is conditioned by the result of the measure-
ment performed on the program register.

In what follows we will show that an analogous strategy can be
applied in the case of the SU(2) rotations of a qubit, when the parameters
(angles) of the SU(2) rotations are encoded in the state of the program.
In Sec. 3.2 we have shown an arbitrary single-qubit unitary transforma-
tion can be implemented with the probability p =1/4 by using a quan-
tum information distributor machine (QID) as the processor. As shown
earlier the QID is a quantum processor with a single data qubit and two
program qubits. The quantum information distribution is realized via a
sequence of four C-NOT gates, such that firstly the data qubit controls
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the NOT operation on the first and the second program qubits and then
the first and the second program qubits act as the control with the data
qubit as the target. At the end of this process a projective measurement on
the two program qubits is performed. The measurement is performed in
the basis: {|0)[+): [0)—=): [1)[4): [1)|=)} (Where |£) = (|0) & |1))/~/2). The
realization of the desired transformation is associated with the projection
onto the vector |0)|+). In what follows we will explicitly show how to cor-
rect the cases of wrong results, i.e., of projections onto one of the vectors
[0} =), [D)[+), [1)]=).

Let us note that the action of the QID processor!>2% can be
expressed in the form

3
P=>0;®|8;)(E)l, (4.48)
j=0

where o; are standard o-matrices with og=1/. The basis program vectors
|8;) form the standard Bell basis, i.e.,

1 1
Zo)=——(00) 4+ [11));  |Ex) = —(|01) +|10));
[E0) ﬁ(l YD) [Ex) ﬁﬂ ) +110))
1 1
8,)=——(100) —|11));  |E,)=—=(|01) —|10)).
[E2) ﬁ(l y—I11); |Ey) ﬁ(l ) —110))

The general program state |E(it)), encoding the unitary transformation
Uj=exp(iji.c)=cosul +i sinu%.& (nw=|ji|) is given by the expression

sin jt

|E(l_/:)>p=COSlL|EO)+i (x| Ex) + 1y Ey) + 17| E)). (4.49)

Performing the previously mentioned measurement in the program basis
[0+),]0—), |1+), |1—) we obtain the following unitary transformations

0)®|+) : [V)a = Upl¥)as

10)®|=) : [¥)a = o Upoz|¥)as
)& |+) : [V)a—> oxUpox|¥)as
I @I[=) : [¥)a = oy Upoyl|¥)a,

where

i sin p
Up =cosul + T(,uxax—i—uyay—i—uzaz). (4.50)
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To obtain this simple expression we have used the identity o;or0; = —oy
if k£ j. All observed outcomes occur with the same probability, p=1/4.
Using the above notation the action of the QID can be expressed in the
form

V)a ® 1E(D) Zo,u oil¥)a®1J)p (4.51)

j=0

where vectors {|]) p} form the basis of 7, associated with the realized
measurement. The explicit form of the vectors is presented in following
paragraph where we discuss a general solution of SU(N) rotations of
qudits.

We see that each outcome of the measurement indicates a different
unitary transformation that has been applied to the data. Once we have
obtained a specific result we can use the same processor again to correct
an incorrectly transformed data register and consequently improve the suc-
cess probability. In particular, in the case of the result j, the new program
register needs to encode the correcting transformation UJQ) = U,;ojUgaj.
The probability of implementing the unitary transformation using one
conditioned loop is given as p(l) =y +316 = 16 Using more and more
conditioned loops the success probability is given by p(n) _Z;l 177 L3j-1=
1/4Zj(3/4)j = }1% =1—(3/4)" converges to unity, i.e., p(n)— 1 as
the number of conditioned loops n goes to infinity. For instance, 30 con-
ditioned loops result in the negligible probability of failure, ps~ 104,

4.4. SU (N) Rotations of Qudits

Now we will show that one can utilize the QID for a probabilistic
implementation of SU(N) rotations of qudits. Following the action of the
QID as the probabilistic processor (see Sec. 3.3) we perform a measure-
ment on the program register in the basis

N—1

1 (mr —ns) |
|@rs) = > exp [2an}|amn>. (4.52)

m,n=0

The orthogonality of this measurement basis directly follows from the
orthogonality of the entangled basis |E,,,). We should also note, that the
vectors |®,) itself can be rewritten in a factorized form, i.e.,

1 al ns
1®,5) = | —r) ®ﬁr§0€xp [27nﬁ] In—r), (4.53)
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which means that the measurement can be performed independently on
two program qudits.

In order to clarify the role of the measurement we will rewrite the
output state of the QID using the basis |®,;) for program qudits:

N-1
P1o3W)11Ey)23 = D dmnU™ ™ 1W) | En)2s
m,n=0
Nl 1 Nt (mr —ns)
2 AU | D exp [—27”’T]I<Drs)z3
m,n=0 r,s=0
p Aol (mr —ns)
N Z Z {exp[_Z”iT}dm,nU(m’n)}|\I’>1|¢)rs)23-

r,s=0m,n=0

(4.54)

Taking into account that
[U(p,nn]+ Um0 —exp [2711‘("“11\/;"1))} ymm @.55)
and choosing p=s and ¢ =r we find
%Tr [(U(”))T (UW"))T U(”)V} —exp [—2;11'@} Ay n. (4.56)

Finally, the output of the QID can be rewritten in the form

1 N—-1

.
N o) 5.7
P13 W)118v)o3 = ZO [U 0y (ven) }|\p>1|c1>rs>23, (4.57)
r,s=

from which it is clear that if the result of the measurement of the two
program qudits is |®,g)»3, then the system (data) is left in the state
[USDV (USD) ]|w),. Obviously, if s =r =0, then the operator V is
applied on the data qudit. The probability of this outcome is 1/N2. For
all other results of the measurement the data qudit is left in the state given
above. One can use these output states with a modified program state to
improve the performance of the programmable processor. Specifically, we
have to use the new program state |E§;’S)) that is chosen after taking into
account the result of the previous measurement. This program state has
first to “correct” the wrong realization of the operation V during the pre-
vious “run” of the processor and then apply (probabilistically), the origi-
nal operation V. For this reason, the new program state has to perform
the operation
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v —y |:U(”)V (U(”))}} . (4.58)

This process of error correction (conditional loops) can be used K
times and the technique of conditioned loops can be exploited in order
to amplify the probability of success. Applying the processor K times the
probability of a successful application of the desired SU(N) operation V
reads p(K)=1—(1—1/N»)K.

Comments

Till now we have shown how to encode information about the quan-
tum dynamics V to be performed on a quantum system (data register)
in the state of another quantum system (program register). This informa-
tion is stored in such a way that the program can be used to probabi-
listically perform the stored transformation on the data. Above we have
analyzed systematically how to perform U(l) rotations of qubits and
qudits and one-parameter families of nonunitary operations when the
angle of rotation is encoded in states of quantum programs. In addition,
we have shown how to increase the probability of success when the quan-
tum processor is used in loops with updated program states. We have gen-
eralized the whole problem and we have shown that one can use a very
simple quantum processor, the so called quantum information distribu-
tor, to perform arbitrary SU(2) rotations of qubits as well as SU(N) rota-
tions of qudits using the probabilistic programmable processor with the
quantum program register initially prepared in states that carry the infor-
mation about the operation to be performed on the data. It is also
possible to use enlarged programs to increase the probability of success
without the use of loops. In this case the measurement performed on the
program register has to be modified accordingly. We have shown that if
the processor is used in loops with properly chosen program states one can
improve the performance of the quantum programmable processor so that
the probability of failure decreases exponentially with the number of pro-
gram qudits that store the information about transformation on the data
qudit.

In what follows we will analyze a simple model of a programma-
ble processor with N identical copies of the program register. We will
study how one can optimally use the information encoded in N copies of
the program in order to optimally perform the desired operation on the
data register. In order to make our investigation as transparent as pos-
sible we will study a simple U(1) rotation of a single qubit around the
axis z.
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5. INCREASING THE PROBABILITY OF SUCCESS
WITH MULTIPLE COPIES OF PROGRAM STATES

We have already shown that the probability of successfully carry-
ing out the U(1l) operation on the data qubit can be increased through
the enlargement of the program space. Specifically, in the VMC scheme,
if the first operation failed, that is, we performed U(—6) on the data
state, we could attempt to correct this by performing the rotation U (260)
on the wrongly transformed data state U(—6)|W); and if that failed
we could attempt to perform the transformation U(46) on the data
state U(—30)|V¥)y, etc. The N-qubit program state |EéN)) 5 used for this
iterative operation can be written as

HN — — —
1B 5 = 1Eovg) py @ 1Eav-1g) py @ -+ @ Eg) py

P

m Z i (5.1)

with [7)5 = jn)py <X)|j1\z,1)p,\,71 -+~ ®1j1)p,» where j; is the /th bit in the
binary representation of j.

As discussed in Sec. 4 instead of using iteratively the C-NOT proces-
sor one can design a general quantum processor

2V 1
Gap= D Ajx®lj)p pikl. (5.2)
Jj-k=1
where {j),] j=0,...,2Y — 1} is an orthonormal basis for the program
space and the Aj; are operators acting on the data space such that:
2N 1 2N -1
DAL A =D AyAl =1abyy. (5.3)
Jj=0 j=0

The result of the circuit on the combined data and program states input
W)y ®|E)p, e Ha ® Hp, can be expressed as:

2N

G(¥)a®I8)p) = z Aj(E)W)a®1))ps (5.4)
j=0

where the program operators A;(E) are given by:

2N

Aj(E)= D" p(kIB)pAjk. (5.5)
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If the measurement of the program state returns |n),, then Eq. (5.4) tells
us that the operation A,(E) has been carried out on the data state.

To perform the U (1) operation with only one iteration of the proces-
sor in the HZB scheme (described in Section 4), we use the same program
state as for the VMC scheme given by Eq. (5.1). The circuit (processor) is
then determined by the operators

Ajk=28;110)aa (0] + 81,k 1)aa(ll (5.6)

with @ indicating addition modulo 2. The program state is then mea-
sured and any result other than |2V —1) p indicates success. The success
probability for this circuit is the same as that for the VMC circuit and it
reads:

1
p=1-— - (5.7)
This is the highest possible success probability achievable from the starting
state |[EXM), for a 1 probabilisti an
Ey p general probabilistic quantum processor.

5.1. Using Multiple Copies of the Basic Program State
5.1.1. Iterative Process with Multiple Copies of the Program State |Eg)

Given that 0 is not known, it is not clear how the program states for
the improved schemes above might in general be produced deterministi-
cally given no prior knowledge of 6. General execution of U(l) on a data
qubit using a single program qubit and a C-NOT gate is known to be opti-
mally achieved using the program state |Eg) given by Eq. (1.6) (see Refs.
41 and 42), so assuming the availability of this state seems a reasonable
minimal assumption. To increase the probability of success above 1/2 using
just a C-NOT, we require more copies of this basic program state and,
if the operation U(—0) has been carried out, we can reprocess the data
state with a new copy of |Ey) and continue this process until the desired
transformation has been executed or until the available program states are
exhausted.” If N, the number of available copies of |Eg), is an odd num-
ber (there is no benefit to using an even number of program states), the
probability p of succeeding before running out of copies of |Ep) is given
by the expression

1 N
pzl_z_N((N—l)/2)’ (5.8)

9This is analogous to the Markov process “Gambler’s ruin,” where the game is fair and the
gambler has unlimited credit.
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and, in the limit of large N:

[ 2
PN—oo=1— TN (5.9)

5.1.2. Single-shot Process with Multiple Copies of the Program State |Ey)

The process can be carried out with one iteration of a larger gate
array where we use an odd number of program qubits N so that our com-
bined program and data state is:

N1
|1ﬁ)d®|36>§N=%® > e )5, (5.10)
j=0

where |j| is the Hamming weight of the binary representation of j and
we use the same basis for the program space as previously. Putting Ay, =
|0)4q (0] as before, we select the position of the terms Aji = [1)gq(1]
according to the Hamming weight of the j and k such that

lkl=1jl+1 (5.11)

to the largest extent possible so that Eq. (5.3) is obeyed and we can posi-
tion the other terms arbitrarily so as to respect Eq. (5.3). Where we can
give the Aj; values according to Eq. (5.11), measurement in the program
basis will, up to global phase, ensure that the data qubit has been trans-
formed by U(6). The rows (values of j) where A j; =|1)44(1| are not posi-
tioned according to |k|=|j|+ 1 indicate measurement outcomes where the
desired transformation has not been carried out but instead a rotation
through some negative multiple of 6 has occurred. The number R of rows
that cannot be created so that Eq. (5.11) is obeyed is given by:

N
R:((N_l)/z). (5.12)

Each (incorrect) program operator corresponding to one of these rows has
probability 2=V so again the success probability is given by Eq. (5.8).1°

1011 this case, unlike the VMC and HZB schemes, the distribution of particular incorrect
results can differ according to how the A j; are selected, although the overall probability of
success is unchanged.
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5.1.3. Preprocessing

If we wish to use, from a starting state of multiple copies of |Ep),
the VMC or HZB schemes, we can process these copies to produce a
state of the form given in Eq. (5.1) that can then be used as the program
state for the VMC or HZB processors. The X-qubit program state |"‘(X) )p
can be probabilistically constructed from a minimum of N =2%X —1 cop-
ies of |Eg), and so it is possible, by preprocessing these copies of |Ep), to
construct, with some probability, a state |E(6),), where s <X. A prepro-
cessing scheme that produces the same overall probability of success, in
executing U(f) on a data qubit, as the schemes presented above can be
constructed by permuting the phases in |59)®2X’1 and making a measure-
ment in the computational basis, initially on 2¥ —1— X =M of the qubits.

We give two specific examples, of preprocessing. Firstly, we will
assume to have three identical program states |E4)®3. Then we will con-
sider the case with seven identical program states, i.e., |E¢)®’. Using 3 and
7 program state we can probabilistically prepare the program states |"‘( ) )p
and |u ) p» respectively. In the Appendix we will quote the result for gen-
eral N.
Preprocessing with |Z¢)®3
We have that:

1 , .
50)® = (|000) 4+ ~7?1001) +e¢|010)

| Eg) =37
+e7291011) + 7 1100) + 27 |101)
+¢7291110) + 73| 111)), (5.13)

in the computatlonal basis. The states that can be constructed from this
are |’“( )) and |”(2)) which are, up to global phase and in the computa-
tional basis:

1 .
12" = ﬁ(|0>)+e*’9|1>> (5.14)

and

1EY) = 826) ® | Ep)
1 . . .
= 5(|oo>)+e—'9|01> +e729110) + 730 11)). (5.15)

The state is permuted, which has the effect of reassigning the phases:



Programmable Quantum Processors 365

1 . 4
|29)® > —2(|000>+e*19|001>+e*219|010>

232
+e7391011) 4+ ¢791100) +e2|101)
+e71110) + 72| 111)) (5.16)

0
- (o)

9|1 (|0> o m))
— B —_— = . 5.17
+(ﬁ®f2®|9>+ﬁ®|e> (5.17)

Equation (5.17) shows that a measurement on the first (leftmost in the
right-hand-side of the previous equation) qubit would either give |Eé2))
upon measurement outcome |0), or a state, on measurement outcome |1)
which can be reduced to |E(gl)), up to global phase, by measurement of the
remaining leftmost qubit. Each of these final results occurs with probabil-
ity 1/2 and so, using Eq. (5.7), we find that the overall probability of suc-
cessfully executing the operation U () following preprocessing of the state
and then input of the outcome, as a program state, into a HZB or VMC
process is 5/8, which is in fact the same as that for iterative or single-shot
processing of the state |E4)®? discussed above.

The preprocessing transformation (5.17) can be easily realized using a
single C-NOT gate with the second qubit in Eq. (5.13) playing the role of

a control with the first qubit acting as a target.

Preprocessing with |Z4)®’

In considering the preprocessing of |E5)®7 we introduce a technique
for permutation design that is helpful in describing the derivation of the
general preprocessing procedure for |Eg)®V.

The starting point is the state:

127

1 L
180)®7 = ——= D" e I}
128 20
1 15 7 '
— E2|p>®ze—l(lm+ll’l)9|q) (5.18)
p=0 q=0

and the procedure is to perform a permutation of the state so that mea-
surement of the first four qubits in the computational basis will yield
either |Eé3)) or a state from which measurement of the one or two remain-
ing leftmost qubits will yield |Eéz)) or |Eé1)), respectively, up to a global
phase. The numbers of terms with each phase are given by
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—ik6 0 —i0 —=2i0 -—3i60 —4i60 560 —6i60 —7i0

m 1 7 21 35 35 21 7 1

and the aim is to allocate those phases to terms so that, upon measure-
ment of the leftmost four qubits, the state is either projected into |Eé3))
or else a state from which further measurement will project into |E((92)) or
|Eél)) up to global phase. Noting that one set of the phases 0, —i6, —2i6,
—3i0, —4i6, —5i0, —6i6, —7i0 are available, the permutation can be con-

structed so that the 4-qubit measurement outcome |0) in Eq. (5.18) is:

1 1 —if —2i6 —3i0
710 7= (0047 202y ey
+ e—4i6|4>+e—5i9|5)+e—6i9|6)e—7i9|7))
1
:Z|0>®|E;3’>. (5.19)

The following phases

—ik6 0 —ie —=2i0 -3i0 —4i0 -5i0 —6i60 —Ti0

m 0 6 20 34 34 20 6 0

remain unassigned in the permutation. It can be seen that the terms asso-
ciated with the 4-qubit measurement outcome |1) cannot constitute |Eé3)),
as the requisite phases have already been allocated to the terms associ-
ated with the measurement outcome |0). However, allocation of the phases
—if, —2i0, —3i0 and —4i6 and also —3i0, —4i0, —5i0 and —6i0 allows
that the permutation can be designed such that the 4-qubit measurement
outcome |1) is

1 1 . . ' '
Z|l) X % (e—19|0)+e—210|1>+e—310|2>+e—419|3)

+ ¢ 14) e TH)S5) + e~ 6) +e~67) )

1 1
=711®

Z ﬁ(|0>®e*"9|a;2)>+|1>®e*3""|a§2)>). (5.20)
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A further measurement of the leftmost remaining qubit will project the
state of remaining qubits into |Eé2)) up to a global phase of e~ or e,

The remaining phases are

—ik0 0 —i0 -2i0 -3i0 —4i0 -—5i0 —6i60 —T7i0

m 0 5 19 32 32 19 5 0

The same allocation can be performed for the 4-qubit measurement out-
comes |2) to |6). The remaining unallocated phases are

—ik6 0 —i0 =2i0 -—3i60 —4i6 —5i60 —6i60 —7i0

m 0 0 14 22 22 14 0 0

and it is therefore possible to construct the permutation so that the mea-
surement outcomes |7) to |13) are

Lihe
RV

+ef2i9|4>+ef3i0|5>+ef4i9|6)+675i9|7))

(672i0|0>+ef3i0|1>+ef4i9|2)+675i9|3)

L. |0>+I1>) -2i01 gy,
=— )| —— ) ®e "|E,”); =7...13. 5.21

Any measurement on the leftmost remaining qubit projects into the state
e’219|322)). Finally, the remaining phases,

—ik6 0 —io —=2i0 -3i60 —4i0 =50 —6i60 —Ti0

m 0 0 0 8 8 0 0 0

are allocated to the 4-qubit measurement outcomes |14) and |15) like so

1 , , ' 4

Z“) ® % (6_319|0) —|—e_4’6|1> +e—319|2> +e—4z(~)|3)
+ 70 ) 4 e7H)5) e J6) 7| 7))
[0) + 1) +12) +13) e

3 )®e 319|dél)>.

= %|14) ®( (5.22)
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with /=14, 15. A measurement of the two leftmost remaining qubits will
project the remaining qubits into the state e‘3i9|Eél)). Thus, the permu-
tation construction is complete and the overall, permuted state, |Sg)7 is
given by:

4k=1 ﬁ
1< 10)+11) 0~
+- |k)®( )®e_2’9|3( )
4= V2 ’
5
1 [0) 4+ 11) +2) +13) _3i0, (1)
+§k§:4|k)®( 3 )®e Y18,7). (5.23)

The probability of the preprocessing procedure, following the 4-qubit mea-
surement in the computational basis, producing the outcome |E((93)> is

1/16, that of producing outcome |Eé2)) is 13/16 and that of producing

outcome |Eél) )y is 1/8. The overall probability, p, then, of achieving the
rotation U(#) from the starting state |E¢)®7 by preprocessing and then

input of the preprocessed state into the VMC or HZB processors, is

7 1 313\ (1 1\ 93
—(Ex ) (2x2) e (2x2)=2 24
P (8X16)+(4X16)+(2X8) 128’ (5:24)

which is the same as the iterative or single-shot procedures outlined above,
as can be confirmed with use of Eq. (5.8). It should be noted that the per-
mutation outlined above is not unique and that other permutations could
be devised to achieve the same overall success probability.

Preprocessing with |Z4)®V

The equivalence of the iterative, single-shot and preprocessing schemes
can be shown to be true in general for states of N =2X_1,x=1,2,...
copies of |Ey), as described in Appendix, so that the overall success prob-
ability from a preprocessing of the state |Eg)®V as described above, fol-
lowed by input of the result of the preprocessing into a VMC or HZB
processor, is the same as that in Eq. (5.8), i.e,

1 N
p=1—2—N((N_1)/2), (5.25)
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and thus we see that the use of the VMC or HZB schemes holds no
advantage in terms of overall success probability when we are constrained
to start with |Ey)®V.

Comments

If we have no reason to assume that previous operations have pro-
duced a program state |EéN) )5, then it is reasonable to assume that we
only have access to copies of the basic program state |Ey); in this case
there is no advantage, in terms of probability of success, in using the more
sophisticated VMC and HZB schemes to execute the desired U (1) opera-
tion because what we gain from those schemes we lose in producing the
correct input program state. It appears that all strategies, in practice, give
the same probability of success in executing the desired U (1) rotation on a
qubit. There may, however, be contextual advantages to the preprocessing
scheme, for example, if the program state is to be teleported to a remote
location before execution of the program; in this case, preprocessing means
that the number of qubits to be transported is significantly lessened, which
would be helpful if teleportation resources are scarce. On the other hand,
if teleportation is unreliable but teleportation resources are not scarce, it
might be better to teleport the copies of the basic program state as is,
because the effect of losing a program qubit is not so great as in the case
of sending the preprocessed states.

It is an open question as to whether a similar situation holds for the
execution of the most general unitary operations on a qubit, the SU(2)
operations.

6. QUANTUM SIMULATIONS AND PROCESSOR DESIGN

In the previous sections we have studied sets of superoperators that
a given processor can perform. We would now like to turn the problem
around and suppose that we have a given set of superoperators, and our
aim is to construct a processor that will be able to execute them. We
already know that it is impossible to find a processor that will perform all
superoperators. In particular, if the set of superoperators we are trying to
implement contains an uncountable set of unitary superoperators, then the
set of superoperators cannot be performed by a single processor.

Here we will ask more modest question: Under what circumstances
we are able to find a processor that will perform some one-parameter set
of superoperators? In particular, suppose that we have the superoperators
Ty, where the parameter 6 varies over some range, and that these opera-
tors have a Kraus representation {B;(6)|j=1,..., M} such that
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M
Tylpl = B;(©)pB](©). (6.1)
j=1

Our aim is to find a unitary operator, G, and a set of program states
|E(0)), so that

Tylpal =G (pa ® |E(6)), p(EO)G". (6.2)

The operators A;(E) that represent the action of the processor on the
data states when the program state is |E), are now functions of # and we
shall denote them as A;(#). Our processor then transforms the input data

state pg into the output state, ,oflom)

N
P =D Aj(0)paA] ). (6.3)
j=1

We note that the operators {A;(9)|j=1,..., N} also constitute a Kraus
representation of the superoperator 7y. The Kraus representation of a
superoperator is not unique; any two different Kraus representations of
the same superoperator, {B;|j=1,...,M} and {C;|j =1,..., N}, where
N > M, are related as follows,1?

N

Cj=> UijB. (6.4)
k=1

where Uy; is a unitary matrix. It is understood that if N > M, then zero
operators are added to the set {B;|j=1,..., M} so that the two sets of
operators have the same cardinality.

In what follows we will study two single-qubit quantum channels, the
phase-damping channel and the amplitude-damping channel. We will show
that the former can be realized by a finite quantum processor, while the
second cannot.

6.1. Examples
6.1.1. Phase-Damping Channel

The phase-damping channel is described by the map Ty that is deter-
mined by the Kraus operators Bj(0) =+/61 and B>(0) =+/1— 0o, where
both o, and I are unitary operators, and 0 <6 < 1. 1319 Hence for the
phase-damping map we find

Toloal=0104l + (1 —6)0.040) , (6.5)
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where o4 is the input qubit state. We can design the corresponding proces-
sor using Eq. (2.24), that is

GPP%|6) @ k) = (Ukl)a) @ k) p (6.6)

where k=1,2 and U; =1, U, =0,. The program state in which the required
transformation Ty is encoded is given by |E(6)), :\/§|0)p +v1-0[1),.
Note that in this case the program operators, A;(9), for j=1,2, are equal
to the corresponding Kraus operators, i.e., A;j(6)= B;(0). Therefore, we
can execute the entire one parameter set of superoperators 7, merely by
changing the program state we send into the processor, and the dimension
of the program space is two.

6.1.2. Amplitude-Damping Channel

The amplitude-damping map Sp is given by the Kraus operators
B1(0)=10)(0| ++/T—0]1)(1| and B»(8) =+/0]0)(1|, where again, 0 <6 <1.
In designing a processor to realize this channel, we would again like to
assume that the program operators are the same as the Kraus operators,
Bi(#) and B;(#). In this case, however, we have a problem. The program
operators must satisfy Eq. (2.22), but

2
D Bi(61)B;(62)
j=1
=10){(0] + (/6102 + v/ (1 =0 (1 —62)) [ 1) (1], (6.7)
and the right-hand side of this equation is not, in general, proportional to
the identity.

What we now must do is try to find a Kraus representation for this
channel that does satisfy Eq. (2.22). In particular, we assume that

N
Ci(0)=D_ Us;(6)B;(6), (6.8)
k=1

where U(0) is an N x N unitary matrix, and B;(0) =0 for j>2. In addi-
tion, we want

N
> CHONC;02) = f (01,01 (6.9
j=1

where f(0;,6;) is a function whose magnitude is less that or equal to one.
The operators C;(#) would then be candidates for the program operators,
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A;(0). What we will show is that there is no Kraus representation with N
finite that satisfies these conditions. Because the number of program oper-
ators is equal to the dimension of the program space, this will show that
there is no finite quantum processor that can realize the family of super-
operators that describes the amplitude-damping channel.

If Eq. (6.9) is to hold, then the coefficients of [0)(0] and |1)(1] must
be the same. Inserting the explicit expressions for C;(#) in terms of B;(6)
and B;(0), this condition becomes

N
(1= VA=001=62) DU 60U 6)
j=1

N
=610, > U3, (00)Us; (62). (6.10)
j=1

We can now make use of the fact that the rows of a unitary matrix con-
stitute orthonormal vectors and the Schwarz inequality to show that the
magnitude of the sum on the right-hand side of this equation is less than
or equal to one. This give us that

/016>
1-/T=0)T=62)

N
D U 00U (0)| <
j=1

6.11)

We now need the result that if {v;|j=1,..., N} are vectors of length
1, and [(vj|ve)| < 1/(N —1), then {v;|j=1,..., N} are linearly indepen-
dent."D) The proof is quite short, so we give it here. If the vectors are line-
arly dependent, then there are constants c;, at least some of which are not
zero, such that

N
Zc,wj):o. (6.12)
j=1

Taking the inner product of both sides with |vx) we find that

el = | > cj(velvy)

J#k

1
< me. (6.13)
J#k
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Summing both sides of the above inequality over k gives us that

N 1 N N
D lad< = 222 leil=2 lexd, (6.14)
k=1 k=1

k=1 j£k

which is clearly impossible. Therefore, the vectors must be linearly inde-
pendent.

This can now be applied to the first row of the unitary matrix U (9),
which we can think of as an N-component normalized vector, which we
shall call ug(0). What we will show is that we can find arbitrarily many
of these vectors whose inner products can be made arbitrarily small. The
result in the previous paragraph then implies that these vectors are line-
arly independent, but this contradicts the fact that they lie in an N-dimen-
sional space. Hence, there must be an infinite number of Kraus operators,
and the program space must be infinite dimensional.

In order to study the inner products of the vectors ug(0) for different
values of 6, we need to examine the function appearing on the right-hand
side of Eq. (6.11)

0162
VaI=onT=6)

Using the fact that if 0<6 <1, then +/1—6<1—(6/2), we have that for
0<0;<1, j=1,2

801, 62) = - (6.15)

2./616>
01,07) < . 6.16
SO ) = G 616D (16)
Finally, noting that for 6; and 6, between 0 and 1,
01 +6 4
1+0 2 6.17)
O +6—(016,/2) — 3
we see that
8./0:6
201, 2 (6.18)

0r) < ———.
=36, 160

We can make use of this bound, if we choose, for any positive integer
M, the sequence ¢, =[1/(16M?)]", where n=1,.... If 6, =¢, and 6, =¢,
where m > n, then

g (01, (6.19)

0r) < 5—(4M)m—n .
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The vectors {ug(m)lm =1,..., M} have pairwise inner products whose
magnitudes are less than 1/M, and, therefore, they are linearly indepen-
dent. As these vectors have N components, if we choose M >N we have a
contradiction. This, as we stated before, implies that the number of Kraus
operators is infinite, and that the amplitude-damping channel cannot be
realized by a finite quantum processor.

Note: More on simulation of generators of Markovian processes with
the help of programmable quantum processors can be found in a recent
paper by Koniorczyk er al.*?

7. QUANTUM MEASUREMENTS VIA PROGRAMMABLE
MEASUREMENTS

In this section we will study how programmable processors can be
utilized for implementation of generalized POVM measurements. We will
study three particular problems. Firstly, we will study possible realizations
of generalized quantum measurements on measurement-assisted program-
mable quantum processors. We focus our attention on the realization of
von-Neumann measurements and informationally complete POVMs.

Secondly, we will show that it is possible to control the trade-off
between information gain and disturbance in generalized measurements of
qudits by utilizing the programmable quantum processor. We will show
how one can perform a specific POVM that would allow to measure
(reconstruct) a Husimi function of the input state of a qudit that is mea-
sured. The trade-off between the gain and the disturbance of the qudit is
controlled by the initial state of ancillary system that acts as a program
register for the quantum information distributor. We will show that trade-
off fidelity does not depend on the initial state of the qudit.

Thirdly, we will describe a “programmable” quantum device that is
able to perform a specific generalized measurement from a certain set of
measurements depending on a quantum state of a “program register.” The
state of the program register sets the measurement device to perform a
specific measurement. In particular, we study a situation when the pro-
grammable measurement device serves for the unambiguous discrimination
between non-orthogonal states. The particular pair of states that can be
unambiguously discriminated is specified by the state of a program qubit.
The probability of successful discrimination is not optimal for all admis-
sible pairs. However, for some subsets it can be very close to the optimal
value.
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7.1. Realization of POVMs Using Measurement-assisted Programmable
Quantum Processors

General quantum measurements are formalized as POVM, i.e., sets of
positive operators {Fy} that fulfil the resolution to the identity, >, Fx =1
(see, for instance, Refs. 2, 10, 15 and 16). From the general structure of
quantum theory! it follows that each collection of such operators corre-
sponds to a specific quantum measurement. However, the theory does not
directly specify a particular physical realization of a given POVM. In what
follows we will exploit the measurement-assisted quantum processors to per-
form POV Ms.

The Stinespring—Kraus theorem™® relates quantum operations (linear
completely positive trace-preserving maps) with unitary transformations. In
particular, any quantum operation £ realized on the system A corresponds
to a unitary transformation G performed on a larger system A+ B, i.e.,

Elol=Trz[GoQEGT], (7.1)

where & is a suitably chosen state of the ancillary system B and Trp
denotes a partial trace over the ancilla B. The assignment £+ (G, &) is
one-to-many, because the dilation of the Hilbert space of a system A can
be performed in many different ways. However, if we fix the transforma-
tion G, the states & of the ancillary system B control and determine quan-
tum operations that are going to be performed on the system A. In this
way one obtains a concept of a programmable quantum processor, i.e., a
“piece of hardware” that take as an input a data register (system A) and
a program register (system B). Here the state of the program register &
encodes the operation o — o' =& [o] that is going to be performed on the
data register.

In a similar way, any quantum generalized measurement (POVM),
that is represented by a set of positive operators {F;}, can be under-
stood as a von-Neumann measurement performed on the larger system.(®)
The von-Neumann measurements are those for which F; = E; are mutu-
ally orthogonal projectors, i.e., E;Ey =48 Er. The Neumark theorem (see,
e.g., Ref. 14) states that for each POVM {F;} there exists a von-Neumann
measurement {£;} on a larger Hilbert space Hap and TroF; =Tr[(o ®
£)E;] for all o, where & is some state of the system B. Moreover, it is
always possible to choose a von-Neumann measurement such that E; =
G'U®Q0 ;)G where G is a unitary transformation and Q; are projectors
defined on the system B. Using the cyclic property of a trace operation,
ie, Tr[(e®&)GTI® Qj)G]:Tr[G(QtX)E)GT(I@ 0 )], we see that the von-
Neumann measurement can be understood as a unitary transformation G
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Fig. 8. With the help of a measurement-assisted quantum
processor (the right part of the figure) one can realize an
arbitrary POVM F (the left part of the figure) as a non-
demolition measurement. After measuring the outcome j on
the program register the system (i.e., the data register) is in
the state o;. The correspondence between both schemes is
given by the probability rule p; =TroF; =Tr[(I ® 0;j)G(0 ®
6GT.

followed by a von-Neumann measurement M < {Q;} performed on the
ancillary system only (see Fig. 8).

As a result we obtain the couple (G, M) that determines a pro-
grammable quantum processor assisted by a measurement of the program
register, i.e., measurement-assisted programmable quantum processor. Such
device can be used to perform both generalized measurements as well as
quantum operations.

In this sub-section we will exploit measurement-assisted quantum
processors to perform POVMs. In the next sub-section we will address
problem of the implementation of a von-Neumann measurement by using
programmable “quantum multimeters” for a discrimination of quantum
state that has been first formulated in Ref. 45 and subsequently it has been
studied in Refs. 46-48. An analogous setting of a unitary transformation
followed by a measurement has been used in Ref. 49 to evaluate/measure
the expectation value of any operator. The quantum network based on
a controlled-SWAP gate can be used to estimate non-linear functionals of
quantum states®” without any recourse to quantum tomography. Recently
D‘Ariano and co-wrokers®! =33 have studied how programmable quantum
measurements can be efficiently realized with finite-dimensional ancillary
systems. In what follows we will study how von-Neumann measurements
and informationally complete POVMs can be realized via programmable
quantum measurement devices. In particular, we will show that this goal
can be achieved using the quantum information distributor.245%
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7.1.1. General Consideration

Let us start our investigation with an assumption that the program
register is always prepared in a pure state, i.e., £ =|E)(E|. In this case the
action of the processor can be written as before, i.e.,

Gly)®I18) =D AB)IY)® k), (7.2)
k

where |k) is some basis in the Hilbert space of the program register and
the operator Ax(E) = (k|G|E) act on the data register. In particular, we
can use the basis in which the measurement M is performed, i.e., Q, =
Zkeja |k)(k|, where J, is a subset of indices {k}. Note that J, N J, =0,
because >, Qu=1.

Measuring the outcome a the data evolve according to the following
rule (the projection postulate)

1
o— o, p—Trp[a@ 0.)G(e®|E)ENGT]

1
— > A(B)oAL(B), (7.3)

a kel,

with the probability p, = Tr[(I ® Q.G ® |ENENGT] =
Tr[o Zkeja A;(E)Ak(E)] =Tr[oF,]. Consequently for the elements of the
POVM we obtain

Fa=> AL(B)AL(E). (7.4)

keld,

If we consider a general program state with its spectral decomposition
in the form §=3)", m,|E,)(E,|, then the transformation reads

1
0= 0,=— D TaAwmoA},. (7.5)

a n,kel,

with Ay, = (k|G|E,) and p, =Zn,keja nnTr[QAZnAkn]. Therefore the oper-
ators

Fa= " mAj, Atn (7.6)
n,kel,

constitute the realized POVM.

Given a processor G and some measurement M one can easily deter-
mine which POVM can be performed. Note that the same POVM can be
realized in many physically different ways. Two generalized measurements
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My, M, are equivalent, if the resulting functionals fk(x)(g) :TI'QFk(x) (x=
1,2) coincide for all k, i.e., they result in the same probability distribu-
tions. For the purpose of the realization of POVMs, the state transforma-
tion during the process is irrelevant. However, two equivalent realizations
of POVM can be distinguished by the induced state transformations (for
more on quantum measurement see Ref. 16).

Let us consider, for instance, the trivial POVM, which consists of
operators Fy=cil (cx >0, >, ¢y =1). In this case the observed probability
distribution is data-independent and some quantum operation is realized.
In all other cases, the state transformation depends on the initial state of
the data register, and is not linear.*14? In these cases the resulting dis-
tribution is nontrivial and contains some information about the state .
In the specific case when the state o can be determined (reconstructed)
perfectly, the measurement is informationally complete. In this case we can
perform the complete state reconstruction (see Fig. 9). Any collection of
d? linearly independent positive operators F; determine such information-
ally complete POVM. In particular, they form an operator basis, i.e., any
state o can be written as a linear combination o= j0iFj. Using this
expression the probabilities read

pj=TrloFl= Y o Tr[FjFil=> oxLjk, (7.7)
k k

where the coefficients L j; =Tr[F; F;] define a matrix L. In this setting the
(inverse) problem of the state reconstruction reduces to a solution of a sys-
tem of linear equations p; =, Ljtox, where o are unknown. The solu-
tion exists only if the matrix L is invertible and then gz =) i Lk_j1 Dj.
The purpose of any measurement is to provide us with an
information about the state of the physical system based on results of a
measurement. Our scheme of the measurement-assisted quantum processor
represents a general model of a physical realization of any POVM.

ECOHS'[rUCtIOI'I

|!!.!!

outcomes

ocutcomes
probability

Fig. 9. Measurement-assisted quantum processors can be
exploited to perform state tomography. Based on the mea-
sured probability distribution p; one can infer the original
state g.
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7.1.2. QID: Complete State Tomography

In what follows we shall extend the list of applications of the QID
processor (see Sec. 3.3) and show how to realize a complete POVM,
i.e, a complete state reconstruction. For a general program state |E) =
Zk(xklEk) with |Er) = (0x ® I)| Eg) (here |Eo)=%(|00)+|ll))) the POVM
consists of the following four operators

Fi = oy Foror =0, A(E) A(B)oy . (7.8)

with Fo, = ‘l‘[ + %[aooz* + aja + ia* x ] 6 and a* = (af, 03, a}), a=
(a1, a2, a3).

Note that for the initial program state |E) with o9 =cosu, a =
i sin M% (uw=]|ft||) the probabilities po, =TrFy o=1/4 are p-independent,
and a unitary operation U, =exp(iji-c) is realized. (2 The question of
interest is whether an informationally complete POVM can be encoded
into a program state. In fact, the problem reduces to the question of a
linear independence of operators Fj for some |E). Using the vector rep-
resentation of operators, Fy=1/4(I +7;-0), one can show that the oper-
ators Fj are linearly independent only if none of the coefficients of 7y, =
oot +aja+ io* x & vanishes.

The elements of a POVM can be represented in the Bloch-sphere pic-
ture. This is due to the fact that operators Fj = %Qk, and oy represent
quantum states. Choosing the program state

1 1

|Epovm) = —=|&0) + —=(1E1) +|E2) +1E3)) (7.9)

V2 NG

we obtain the informationally complete POVM with a very symmet-

ric structure. In particular, the operators Fy are proportional to pure states

associated with vertices of a tetrahedron drawn inside the Bloch sphere
(see Fig. 10). These operators read

R = 5 (1+ %[ox +ay+azl) : (7.10)
Fo_ =%(1+%[—ax—ay+az]); 71.11)
Fio = % (1+ %[ax . —oz]) : (7.12)
Fl_ = % (1+ %[—ax —oy+az]). (7.13)

It is obvious that these operators are not mutually orthogonal, but
TerT Fr= %(Sjk + %(1 —4&k). Using this identity one can easily compute the
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Fig. 10. The Bloch sphere can be used to illustrate
any POVM that can be realized on the QID processor.
Each POVM is given by four operators that determine
four points in the Bloch sphere. Using this picture one
can see the structure and some properties of the real-
ized POVM. The vertices of a tetrahedron correspond
to POVM elements of the symmetric informationally
complete POVM associated with the program state

BEy=-L18 LB o) )
&)= 2| 0>+J6(| 1+ 18+ &3).

relation (7.7) between the observed probability distribution and the initial
data state o

21 9
0= |~ Ptz 2 pi | 1QiQ (7.14)
k j#k

where we used the notation Fy = %le)(QkL The last equation completes
the task of the state reconstruction. Because of the identity TrF; Fi =const
for j #k the realized POVM {F;} is of a special form. It belongs to a
family of the so-called symmetric informationally complete measurements
(SIC POVM).>> These measurements are of interest in several tasks of
quantum information processing and possess many interesting properties.
It is known (see, e.g., Ref. 55) that for qubits there essentially exist only
two (up to unitaries) such measurements. Above we have shown how one
of them can be performed using the QID processor.
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7.1.3. von-Neumann Measurements

An important class of measurements is described by the projector val-
ued measures (PVM), which under specific circumstances enable us to dis-
tinguish between orthogonal states in a single shot, i.e., no measurement
statistics is required. A set of operators {E;} form a PVM, if E;=E and
E;E,=E;3j, i.e., it contains mutually orthogonal projectors. The total
number of (nonzero) operators {Ej} cannot be larger than the dimension
of the Hilbert space d.

Usually the von-Neumann measurements are understood as those that
are compatible with the projection postulate, i.e., the result j associated
with the operator E;=|e;){e;| induces the state transformation

00 = EjoE; lej)(ejlolej)(e;l
I TroE; (ejlole;)

=le;)e;|=E;. (7.15)

That is, the state after the measurement is described by the corresponding
projector Ej;.

However, each PVM can be realized in many different ways and a
particular von-Neumann measurement is only a specific case. In our set-
tings the realized POVM {F;} is related to the state transformation via
the identity Fk_A‘LAk, where Q—)Q;{—AkQA]L The set of operators Ay =
Uy Ey, where Ej are projectors and Uy are unltary transformations, define
the same PVM given by {Ej}. In particular, Al Ak—EkU ULE,=EE, =
Ey, but the state transformation results in

0— 0} = U ExU, # Ex. (7.16)

Thus the final state is described by a projector, but not in accordance with
the projection postulate. We refer to the PVMs that are compatible with
the projection postulate as the von-Neumann measurements. Moreover, for
simplicity we shall assume that the projectors are always one-dimensional,
i.e.,, the PVM is associated with non-degenerate hermitian operators.

The action of the processor G implementing two von-Neumann mea-
surements {£;} and {G;} can be written as

Gly)® ZE ) ®1)); (7.17)

Gly)®|8g) = ZG,W ) ® 1)) (7.18)
J

It is well known® that when two sets of Kraus operators are realiz-
able by the same processor G, then the following necessary relation holds
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Zj E;G;=(Eg|Eg)I. Using this relation for the projections E; =|e;){e;l,
Gj=lgj){(g;l we obtain the identity

D ujjlej)(gjl=kI, (7.19)
J

where uj; =(gjlej). For general measurements, the operator on the left-
hand side of the previous equation contains off-diagonal elements. In this
case the corresponding program states must be orthogonal, i.e., k=0. This
result is similar to the one obtained by Nielsen and Chuang ” who have
studied the possibility of the realization of unitary transformations via
programmable gate arrays. Nielsen and Chuang have shown that in order
to perform (with certainty) two unitary transformations on a given quan-
tum processor one needs two orthogonal program states. However, in our
case we cannot be sure that given the same resources the measurement-
assisted processor realizing two von-Neumann measurements does exist.
Moreover, we also have to consider an option that the condition holds
also for non-orthogonal program states (see the case study below). From
above it follows that the realization of von-Neumann measurements on
programmable processors is different from implementation unitary opera-
tions on programmable processors. The reason is that for implementation
of von-Neumann measurements program states might not satisfy the cri-
terion in Eq. (7.19).

Orthogonal program states

In order to realize a measurement described by PVM (either a von-
Neumann measurement or a general PVM measurement) on a d-dimen-
sional data register the program space must be at least d dimensional. Let
us start with the assumption that the Hilbert space of the program reg-
ister is d dimensional and the program states are orthogonal. Our task
is to analyze the possibility to perform d different (non-degenerate) von-
Neumann measurements M, determined by a set of operators E} =
loe ) (ot | (E,‘j‘E;" =0, EY and > Ey =1 for all «). Let |o) denote the asso-
ciated program states and («|B) =4up. It is easy to see that for general
measurements the resulting operator

G=) Ef k)| (7.20)
k,a

is not unitary. In particular, GTG = ZEﬂE,‘z‘ ® |B) (x| # 1. The equality
would require that the identity >, EYE; = d4pls holds. Therefore, we
conclude that neither orthogonal states do guarantee the existence of a
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programmable processor that performs desired set of von-Neumann mea-
surements. This result makes the programming of unitaries and program-
ming of von-Neumann measurements different.

For instance, let us consider a two-dimensional program register and
let us denote Eg’ 1 =Eo,1 and Eé’ 1 =Go,1. Then the above condition reads
EyGy = E|G; =0. Using the definition Ey = |ex){ex| and Gy = |gx){(gk|
we obtain the orthogonality conditions (eg|gg) =(e1]g1) =0. Consequently,
because in the two-dimensional case the orthogonal state is unique, we
obtain |gg) = |e;) and |g1) = |eg), i.e., the measurements are the same.
Similarly one can show that even for qutrit (d, =d =3) one can per-
form only one von-Neumann measurement, too. In particular, (eg|go) =
0 implies |go) = aple1) + bolez), |g1) = aileo) + bilez) and |g2) = azleg) +
byley). Orthogonality of |g;) results in a set of equations agby =0, bob; =0,
ajap =0 with the solution that set of vectors {|g;)} is just a permutation of
the set {|e;)}. However, this solution does not correspond to a realization
of two non-commutative measurements. To perform two such measure-
ments one need an extra dimension, i.e., for d, =d =4 we can realize two
von-Neumann measurements. An addition of new dimension enables us to
perform one more non-commuting measurement, ©® i.e., with d orthogo-
nal states one can implement at most N =d —2 non-commuting von-Neu-
mann measurements. See Table 1. for the properties that the corresponding
eigenvectors have to satisfy.

In order to implement a set of von-Neumann measurements on a
qudit (with d-dimensional Hilbert space) one has to utilize a program reg-
ister with the dimension of the Hilbert space such that dim’H,=d), >d. In
general, in this case we work with d, outcomes and d, projective opera-
tors Qi that define the realized measurement. However, each PVM con-
sists of maximally d projectors. Therefore, d, —d of the induced operators
Ej should represent the zero operator. It means that we are realizing the

Table 1. The measurements M|, M, ..., My are realizable by a d dimensional program reg-
ister only if all vectors in the rows are mutually orthogonal. Moreover, no two columns can
be related by a permutation. The orthogonality of the vectors in columns is ensured by the
fact that they form a PVM. It turns out that the number of realizable measurements equals
to at most N —2, i.e., even with qutrit one cannot encode more than a single von-Neumann
measurement. Moreover, the measurements that can be performed are not arbitrary.

Measurement M M, .. My
Result 1 lorg) 1B1) lwy)

Result 2 loy) 182) .. )

Result d legr) 1Ba) lwg)
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von-Neumann measurement such that some of the outcomes do not occur,
i.e., the probability of these outcomes is equal to zero for all data states.
However, there is one more option that the set of operators {Ej} (cor-
responding to the outcomes k=1,...,d,) contains exactly only d differ-
ent operators (projectors). This means that more outcomes specify the
same projection and define a single result of the realized von-Neumann
measurement.

We can utilize the so-called “zero” operators to formulate a general
approach how to implement any set of arbitrary von-Neumann measure-
ments. Let us consider N von-Neumann measurements M, (¢ =1...N)
given by non-zero operators {EY} (number of k equals to d). We can
define new sets of d, operators {E,‘i‘} by adding to {E}'} zero operators
so that the condition >, E,‘j Ef =484l holds. Using this approach we find
that any collection of N von-Neumann measurements can be realized on
a single quantum processor given by Eq. (7.20) with (maximally) N -d
dimensional program space.

Let us summarize our results in the following propositions:

Proposition 1. Using d, =d dimensional program space and orthog-
onal program states allows us to encode maximally N =d — 2 specific (non-
commuting) von-Neumann measurements on a qudit (see Table 1).

Proposition 2. Let M;,...,My be N (non-commuting) von-
Neumann measurements on a qudit. Then it is sufficient to use N -d-
dimensional program space to encode these measurements into orthogonal
program states.

Case Study: Projective Measurements on a Qubit

Let us consider two von-Neumann measurements M = {FE, E|} and
N ={Gy, G} on a qubit. Firstly, we will assume a three-dimensional Hil-
bert space of a program register. We define measurements M| ={Ey, E|, 0}
and M, ={0, G, G»}, respectively. It is easy to see that neither of these
two sets of operators do satisfy the condition 0= >, ExGy = 0Ey +
E1G1 4+ 0G, = E;G. The equality holds only if E;G; =0, ie., E| =
[Y) (| and Gy =|¥1){¥1|, but this implies that the two measurements
are the same. Consequently, the dimension of the program space has
to be increased in order to encode into a program register two projec-
tive measurements on a qubit. Therefore, let us consider a four-dimen-
sional Hilbert space of the program register. In this case we have M| =
{Eo, E1,0,0}, M, =1{0,0, Gy, G} and the condition holds for all possible
measurements My, My. We conclude that in order to implement N von-
Neumann measurements (by encoding into orthogonal states) on a qubit
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a 2N-dimensional program space is required. Let us note that for qudits
this is only the sufficient condition and for specific collections of measure-
ments we can do better.

In what follows we shall show a way how to realize three different
von-Neumann measurements on a qubit by using only four-dimensional
program space. To achieve this goal we will use non-orthogonal program
states. We will show that in special cases the condition of orthogonal-
ity [given by Eq. (7.19)] can be relaxed. The program space of the QID
processor given by Eq. (3.36) consists of two qubits. Using the conclu-
sion of the previous paragraph we see that QID allows us to perform two
von-Neumann measurements. It is easy to see that the operators Ay =
o0 A(B)o, with A(E) = %Zl ajo; are not projectors. Consequently, the
projective measurement cannot be realized in the same way as described
above. However, the QID-processor can still be exploited to perform a von-
Neumann measurement.

Using the program state |E) = \/%(|Eo) + |Ey)) the operator A =
ﬁ[[ +o,] (e, Fop=ATA= %P+, where Py = %[1 + o,]) is a projection
onto the vector |+)= %|O) +|1). It is obvious that F| =0, Fyor = Fy and
Fr,=F;=1P_, where P_= %[1 —o,]. It turns out that we have realized the
PVM described by P., i.e., the eigenvectors of the o, measurement. The
state transformation reads o — ¢, = P+ (if px #0), respectively. It follows
that the realization of the measurement of o, is in accordance with the
projection postulate. In the same way we can realize o, and o; measure-
ment (in these cases different results must be paired). Basically, this corre-
sponds to a choice of different two-valued measurements, but in reality we
perform only a single four-valued measurement. As a result we find that
on the QID we can realize three different von-Neumann measurements.
Note that we have used only two qubits as the program register. Moreover,

the associated program states |Eo;) = \/LZHEO) +|E;)] are not mutually
orthogonal, but (&, |Es,) =% (for j #k) and Eq. (7.19) holds. Namely,
for the measurements of o, <> {P+} and o, <> {Py=10)(0], Py =|1)(1|} the
condition (7.19) reads %[P+ Po+ P+P +P_P1+ P_Py]l= %1.

7.1.4. Projection Valued Measures

If we relax the projection postulate more PVMs can be realized on a
single processor. Let us consider that the dimension of the program space
equals d and |o) is the state that encodes the PVM given by a set {E}}.
The action of G can be written as
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Gly) ®la) =D UXEF 1Y) @ k) (7.21)
k

and the condition >, E,‘jU,‘:TUfEf = 8qgl must hold. Let us consider
two PVMs on a qubit {Ey=10)(0|, E; = |1)(1|} and {Go = |p){¢], G| =
|[¢1){¢1|}. Define a unitary map U such that |¢p) — |1) and |¢L) — |0).
Using this map we can define a processor by following equations

GIY)®IEE) = Eoly) ®10) + E1|Y) ®[1);

B ~ (7.22)
GlY)®|8g) = Goly) ®10)+ G |y) ®|1),

where Go=UGo=|1){(¢|, G1=UG=10)(¢. | and (Eg|E¢)=0. Direct cal-
culation shows that EgGo+ E1G1 =10)(0]1)(¢| +|1)(1|0) (¢ | =0, i.e., G is
unitary. From here it follows that if one does not require the validity of
the projection postulate, then any two PVMs can be performed on a pro-
cessor with two-dimensional program space.

This result holds in general. Let us consider a set of d PVMs {E}}
on a qudit. There always exist unitary transformations U® such that oper-
ators E¢ =UYE satisfy the condition >, E,‘fTEf =6qpl. Without the loss
of generality we can consider that the measurement Mj is given by pro-
jectors [0)(0],...,|d —1){(d — 1| and My by |¢5) (PG|, ... 195 (PG ;| (see
Table 2).

Proposition 3. A collection of arbitrary (non-commuting) N projec-
tion-valued measures can be realized on quantum processor with
N-dimensional program space.

Table 2. The realization of an arbitrary collection of d PVMs My, ..., My on a qudit. The
operators E,‘f correspond to an example of the choice of unitary transformations U%. In par-
ticular, each U% transforms the basis {|¢;‘)} into some permutation of the basis {|j)}. The
permutation is different for each «.

M](—)Ell M2<—>E~]% MdeE]‘j
10)(0] |1><¢§| ld — 1)(gg|
12) (g7 | 10) (¢ |

ld—1)(d -1 0)(g3 12 ld—2)(¢d |
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7.1.5. Programming Unitaries vs PV Ms

As an alternative to the scenario presented in the previous section one
can consider the following strategy how to realize a measurement on the
programmable quantum processor. Programmable processors are designed
to perform unitary operations. Since different projection valued measures
are always related by some fixed unitary transformation, it is possible to
exploit the existing processor to rotate the input data state by a suitable
transformation. After this transformation is implemented the fixed von-
Neumann measurement of the data register is performed. In particular,
let us consider that the processor G implements the transformation |) —
Uly) and the fixed measurement of the data register is described by set
of projectors {Ey}. Using such a processor the measured probabilities read
pr = (W|\UTELU W) = (Y| Fe|Y), where operators Fy=UTE U describe the
realized PVM. However, the output state |;) is described by the cor-
responding projection Ej. To obtain the state transformation that is in
accordance with the projection postulate one has to apply the same uni-
tary transformation U once more, i.e., we use the same processor twice.

From here it follows that the implementation of a von-Neumann mea-
surement is related to a repeated usage of the processor realizing the given
unitary operation. In particular, to realize N von-Neuman measurements we
have to use twice the processor realizing N unitary transformations, i.e., the
program space is composed of two N-dimensional systems (unitary opera-
tors are encoded in orthogonal states). As a result we find that the dimension
of the program space equals to N2. In the limit of large number of measure-
ments this N2 is larger than Nd that quantifies the number of orthogonal
program states from the Proposition 2. In fact, whenever the number of
measurements is larger than the dimension of the object, the usage of a
quantum processor realizing unitary transformations is less efficient.

Let us note that with this realization of measurements we do not
have to consider the compatibility with the projection postulate, providing
that the measurement is not performed in a non-demolition way. However,
non-demolition measurements require additional systems and therefore the
model would correspond again to some measurement-assisted quantum
processor. If one does not care about a particular realization of the PVM,
then the number of realizable PVMs N equals to the dimension of the
number program states encoding the corresponding unitary transforma-
tions. This is exactly the content of the Proposition 3.

Comments
Above we have studied how POVMs can be physically realized using
the so-called measurement-assisted quantum processors. In particular,
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we have analyzed how to perform a complete state reconstruction and
von-Neumann measurements. As a result we have found that an arbitrary
collection of von-Neumann measurements cannot be realized on a sin-
gle programmable quantum processor of finite dimension. We have shown
how to use the QID processor to perform the state reconstruction.

The number of implementable von-Neumann measurements is limited
by the dimension of the program register. Our main result is that with a
program register containing Nd orthogonal states one can certainly find
a processor which performs arbitrary N von-Neumann measurements. In
principle, one can do much better than this. We have shown that non-
orthogonal program states can be used very efficiently. This makes the
programmability of unitary transformations and von-Neumann measure-
ments different. In particular, the QID processor can be exploited to per-
form three von-Neumann measurements by using three non-orthogonal
states of only two qubits of the program register. Using d, =d dimen-
sional program space one can encode maximally N =d —2 von-Neumann
qudit measurements into orthogonal program states. (for a qubit we have
N=1).

Relaxing the condition of compatibility with the projection postulate
the processor allows us to realize any collection of N PVMs by using only
d, =N dimensional program space. An open question is whether we can
perform more PVMs or not. The two tasks can be performed by program-
mable processors: the realization of von-Neumann measurements and the
application of unitary transformations on the data register. This two appli-
cations are different. According to Nielsen and Chuang, (" any collection
of N unitary transformations requires N dimensional program space. For
N von-Neumann measurements the upper bound reads d, = Nd and any
improvement strongly depends on the specific set of these measurements.

7.2. Measurement of Husimi Function with Programmable Processors

In what follows we will show how quantum filtering of the orig-
inal (input) data register can be realized and how propensities (e.g., a
Husimi function) of the input register can be easily measured using the
programmable processor as represented by the QID.

7.2.1. Quantum Propensities

According to Woédkiewicz,®? propensity means the tendency (or
probability) of a measured object to take up certain states prescribed
by a measuring device. Let the measuring device—the so-called quantum
ruler—be in a pure state |®). The quantum-ruler state can be “shifted” by
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an action of some generalized displacement operator D(g), where g is an
element of a group G. If the measured system is in a pure state |\W), then
its probability to be in the ruler state shifted by g (i.e., the propensity) is

Pg w(g) = (W|D(g)|®)%, (7.23)

whereas if the system is in a mixed state described by the density operator
p, the propensity is

Py ,(g) = Tr (pD(g)|®)(®|D*(g)). (7.24)

In our case, that of a finite dimensional Hilbert space, the group G
will be formed by discrete translations on a torus: if g; = (ny,m;) and
g» = (np,mp) are elements of G, then their group product is gig» =
((n1 +n2)modN, (m; +my)modN). The corresponding displacement oper-
ator is then given by the expression R,(n)R,(m). We see that while the
displacement is not a representation of the group G in the Hilbert space
under consideration, nevertheless it is representation of this group in a ray
space, which enables us to define the propensity uniquely. For a pure state
W) we can write the propensity in the form (see Ref. 36):

P y(n,m) = [(¥|R.(n)R,(m)|®)|*. (7.25)

In the case of a statistical mixture described by the density operator p the
corresponding propensity reads

Pg.,(n,m) = Tr [,ORX (n)Rp(m)|<1>)(d>|Rj,(n)R;(m)]. (7.26)

7.2.2. Propensities and POVM Measurements

The propensities as defined above are in fact results of so-called gen-
eralized (POVM) measurements (e.g., see Ref. 2). To see this let us recall
that

Fyun =Ry (n) R, (m)|®)(®| R} (m) R} (n) (7.27)

where |®) is a ruler state are positive operators and they fulfill the condi-
tion

> Fun=NI. (7.28)
mn
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So the operators F,, (or more specifically the operators f,, = Fun/N)
form a complete set that can be used for a complete measurement of the
state of a qudit. We note that other operators of the form Eq. 7.27, e.g.,

Fyun= Ry (m)R}, () p Ry (n) R} (m) (7.29)

also realize a POVM measurement.

7.2.3. Q-function in Discrete Phase Space

In an analogy with a continuous (¢, p) phase space, where the Q-
function (Husimi function) is defined as the propensity of a state to be
in the vacuum state, we define the discrete Q-function as the propensity
(7.23)

Q(n,m) = Py ,(n,m), (7.30)

with the quantum ruler being in a “vacuum” state. The problem is how to
define a vacuum state corresponding to a finite-dimensional Hilbert space.

Before specifying the ruler state, we will mention several properties of
discrete Q-functions. If we assume that the ruler state |®) is chosen (i.e.,
the vacuum state is specified) then the Q-function has the following prop-
erties:

(1) it is uniquely defined;
(i) it is non-negative;
(ii1) it is normalized to N

> 0@.m) = N; (7.31)

(iv) for properly chosen ruler states |®) the information about a sys-
tem state can be completely reconstructed from the corresponding
Q-function.

7.2.4. Ruler State

In analogy with the continuous limit, where the ruler state associ-
ated with a Husimi function is the ground (vacuum) state of the harmonic
oscillator, let us consider following requirements on the ruler state: (i) it
should be in some sense centered at origin of phase space [i.e., the point
(0,0)], (i) it should be “symmetric” with regards to the quantities X and
P, i.e., its wave function should have similar form in both representations
(perhaps up to scalings), and (iii) it should be in some sense a minimum
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uncertainty state, which means that in the phase space it should be repre-
sented by a peak which is as narrow as possible. As shown in Ref. 31 all
the above properties are fulfilled by the ground state of the Hamiltonian

2 2
Hy=—cos (—HX) —Cos (—NP) . (7.32)
N N

We will use this ground state as the ruler state in our forthcoming consid-
erations.

7.2.5. Measurement of Husimi Function via QID

Let us now study the action of the quantum information distributor
when the two ancillary qudits are prepared in a superposition state

[©)23 = (| E00)23 + Blxm)21Pn)3) (7.33)

with the two real amplitudes @ and g satisfying the normalization condi-
tion

2 2
a2+ﬂ2+%ﬁcos (Wnnm) —1. (7.34)

With this program state the QID acts on the input data qudit |V); =
> Cklxk) so that at the output the three qudits are in the following states:

p1=(1—pHp+ ﬂ—zl; (7.35)
N
p2 = (L =) Re(m)R}(m)p Ry () RY (m) + ‘%21;
(7.36)
p3 = (1—a? = )R (m)R,(n)p" R}, (n) R} (m)
a2+ 2
+ Nﬁ I, (7.37)

where p = |W)(¥| and pT is the transpose of the density operator p =
Zk’ w CkCplxi) (xxr|. That is, in the basis |x;) the transposed density opera-
tor reads pTzzk’k, crer 1 x) (xpe .

The action of the QID discussed earlier, allows us to reconstruct par-
tially the state of the measured system without a total “destruction” of the
state of the data register. From our discussion in Sec. 3.3 that the entan-
gled component of the program register (represented by the state |Egg)23)
dictates how “much” of the original information encoded in the qudit 1
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is transferred from the data register to the program register at the out-
put of the QID. For instance, if the amplitude « is equal to unity (i.e.,
B =0) then the data register is not perturbed at all, and no information
is transferred. On the other hand, for « <1 some of the information from
the data is transferred to the program at the expense of noise introduced
into the data register. The trade-off between the information transfer and
the noise introduced into the data register is nicely seen from Eq. 5.3. The
amount of noise that is transferred into the first (data) qudit is dictated by
the amplitude B that weights the factorizable contribution to the program
state, 1.e. |x,)2|pm)3. Moreover, this specific state also determines opera-
tions (rotations) that are performed on program qudits.

In order to illustrate the action of the QID we plot in Fig. 11 Q-
functions of an input qudit that is initially prepared in the ground state
of the Hamiltonian (7.32), as well as the three output qudits. The ruler
state is chosen to be again the ground state of the Hamiltonian (7.32). The
Husimi functions do correspond to the situation when a POVM mea-
surement is performed on the density operator p; (j=1,2,3) given by
Eqgs. 7.35-7.37, respectively.

It is obvious from the expression (7.36) that if the von Neumann
measurement using the projector |®)>(P| (i.e., projecting on the ruler
state) on the qudit 2 is performed then this measurement results in a
reconstruction of the Husimi function of the original data state affected
by the amount of noise determined by the particular value of «. In other
words, this projective measurement will result in the reconstruction of the
Husimi function of the operator p§°”t> =1-a®)p+ %I . Certainly, the
state of the data register is then affected not only by the action of the QID
but also by the effect of the projective measurement performed on the sec-
ond qudit.

To understand the role of the projective measurement performed on
the program register on the state of the data register at the output of the
QID, let us consider the following. We will study the action the quantum
information distributor when the two ancillary qudits are prepared in a
superposition state given by Eq. 7.33. With this program state the QID
acts on the input data qudit |[W); =, cx|xx) so that at the output the
three qudits are in the state:

|Q(0ut))123 = P3|W) 1 [@| Boo)23 + Blxm )2l pn)3l

(7.38)
= a|9)1] 0023 +B | Re (MR M)IW)] [Em)an

Then we will assume that both program qudits are measured projectively.
The qudit 2 is projected in the ruler state |[®)o=>", fi|xx)2 while the qudit
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Fig. 11. Husimi functions of the input state of the data
qudit and the output qudits. The input data qudit is ini-
tially prepared in the ground state of the Hamiltonian (7.32)
while the auxiliary system (ancilla) is initially prepared in the
state |®) =0.75|Eqg) — 0.64|x7)|ps). The top graph, labeled
Oy (k, 1), represents the Husimi function of the initial state
of the data qudit. The three graphs, labeled Q1 (k,1), Q> (k,l)
and Q3(k, ), represent the Husimi functions of reduced states
p1, po and p3 of the composite system that are given by
Egs. (7.35-7.37), respectively.
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Fig. 12. Logical network for the quantum information dis-
tributor with a projective measurement performed on the pro-
gram register.

3 is projected on the transposed ruler state |®T)3 =2 ¢ fi'lxk)3. Schemat-
ically this situation is depicted in Fig. 12.

The data qudit after the action of the QID and this projective mea-
surement reads
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WUy o (D] 3(DT QW) 55
B(D| R (m) R} (n)| W)

VN

o

oA

= )+ RImR,(m)|®);.  (7.39)

This means that by acquiring knowledge of a particular value of the
Husimi functions of the second and the third qudits, the data qudit
“collapses” into the state (7.39). The disturbance of the original data
state depends on the value of «, the particular point (m,n) at which the
Husimi functions of the program qudits are measured and the specific
choice of the ruler state.

Comments

From the above discussion it follows that it is possible to use the
QID to measure the discrete Q function of an arbitrary qudit that serves
as the input data of the programmable processor. This is equivalent to
realizing a class of POVM operators. Another possibility, is to split the
input into two parts, to find the Q function of one part and retain the
other part. There is a trade-off involved: the more information that is
retained, the more smeared is the Q function, and the better the Q func-
tion, the more distorted is the information in the retained qudit. Thus, the
QID provides us with a very flexible programmable quantum information
processing device, which has a number of useful applications.

7.3. Programmable State Discriminators

Now we focus our attention on another class of programmable
devices. We will analyze whether it is possible to construct a universal
(multi-purpose) quantum measurement device (“quantum multi-meter”).
That is, an apparatus that could perform a specific class of generalized
measurements (POVM) in such a way that each member of this class could
be selected by a particular quantum state of a “program register.” The key
property of this approach is a possibility to control the choice of the mea-
surement (e.g., the measurement basis in case of a projective measurement)
by a (in principle, unknown) quantum state of the program register. This
state can be determined, for instance, as a result of some quantum-infor-
mation process.

As discussed above, the generalized POVM measurement!3-19 s
defined by the fact that the probability of each of its result (the number
of results may be, in general, larger than the dimension of the Hilbert space
of the measured system) is given by the expression p, =Trg (F,uos), where
ps is the state of the system and F, are positive operators that constitute
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the decomposition of the identity operator (3 . Fu=1). Each POVM can be
implemented using an ancillary quantum system in a specific state and real-
izing a projective von Neumann measurement on the composite system. !4
In other words, if one has an “input” (measured) state ps in the Hilbert
space Hsg it is always possible to find some state pa in a space Ha and a set
of orthogonal projectors {E, } acting on Hs ® Ha (3., E,. =1) such that

F. =Tra (E.pa) (7.40)

are positive operators as discussed above.

In general, we can assume, that the initial state of the ancilla can
be prepared with an arbitrary precision. The ancilla can be considered
as a part of the “program register.” Further, we note that the general
projection measurement on the composite system can be represented by a
unitary transformation on the composite system followed by a fixed pro-
jection measurement (e.g., independent projective measurements on indi-
vidual qubits). Therefore the problem of designing the programmable
quantum multi-meter reduces to the question whether an arbitrary unitary
operation (on the Hilbert space with a given dimension) can be encoded
in some quantum state of a program register of a finite dimension. It has
been proved by Nielsen and Chuang” that any two inequivalent oper-
ations require orthogonal program states. Thus the number of encoded
operations cannot be higher than the dimension of the Hilbert space of
the program register.

In general, we can describe a quantum multi-meter as a (fixed) uni-
tary operation acting on the measured system (or a “data register”) and
an ancillary system (“program register”) together and a (fixed) projective
measurement realized afterwards on the same composite system. Clearly,
such a device can perform only a restricted set of POVM’s. One can, there-
fore, ask what is the optimal unitary transformation that enables us to
implement “the largest set of POVM’s” (in comparison with the set of
POVM’s that would be obtainable when we allowed any unitary trans-
formation on the same Hilbert space). One can also ask what unitary
transformation can help to approximate all the POVM’s (generated by an
arbitrary unitary transformation) with the highest precision (fidelity) on
average. Clearly, the last task requires definition of the distance measure
between two POVM’s. This is an interesting problem per se, however, it
goes far beyond the scope of our considerations here. Both optimization
problems mentioned above are rather non-trivial. Moreover, the intro-
duced scheme is perhaps too general from a practical point of view. There-
fore, below we will concentrate our attention on a more specific case: On
the problem of state discrimination.
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We stress once again that a quantum multi-meter as discussed below
is a device which in contrast to its classical counterpart is controlled
(switched, programmed) by quantum states of a program register that are
allowed to be mutually non-orthogonal.

7.3.1. Discrimination of Quantum States

Let us study a particular example of a “quantum multi-meter” serving
for a programmable unambiguous state discrimination. So, it is in place to
say a few words about quantum state discrimination now.

A general unknown quantum state cannot be determined completely
by a measurement performed on a single copy of the system. But the
situation is different if @ priori knowledge is available!3~19—e.g. if
one works only with states from a certain discrete set. Even quantum
states that are mutually non-orthogonal can be distinguished with a cer-
tain probability provided they are linearly independent (for a review see
Ref. 58). There are, in fact, two different optimal strategies®”: First,
the strategy that determines the state with the minimum probability for
the error(!31% and, second, unambiguous or error-free discrimination (the
measurement result never wrongly identify a state) that allows the possi-
bility of an inconclusive result (with a minimal probability in the optimal
case).(9=%) We will concentrate our attention to the unambiguous state
discrimination. It has been first investigated by Ivanovic®? for the case
of two equally probable non-orthogonal states. Peres® solved the prob-
lem of discrimination of two states in a formulation with POVM mea-
surement. Later Jaeger and Shimony©® extended the solution to arbi-
trary a priori probabilities. Chefles and Barnett® have generalized Peres’s
solution to an arbitrary number of equally probable states which are
related by a symmetry transformation. Unambiguous state discrimination
were already realized experimentally. The first experiment, designed for the
discrimination of two linearly polarized states of light, were done by
Huttner et al.©®> There are also some newer proposals of optical imple-
mentations.(®® The interest in the quantum state discrimination is not
only “academic”—unambiguous state discrimination can be used, e.g., as
an efficient attack in quantum cryptography.(©”)

7.3.2. “Universal” Discriminator

Let us suppose that we want to discriminate unambiguously between
two known non-orthogonal states. However, we would like to have a pos-
sibility to “switch” the apparatus in order to be able to work with several
different pairs of states.
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Let us have two (non-orthogonal) input states of a qubit. We can
always choose such a basis that they read «|Op) &+ Bo|lp) with oy =
cos(¢p/2) and Bg=sin(py/2); the value of ¢y can be from 0 to /2 (o
is the angle between the two states). Let us have one additional ancillary
qubit, initially in a state |04). On both the “data” and the ancilla we apply
the following unitary transformation Upy:

[0p0A) — cos8 |0p0a)+sinb |[Opla),
[1D0A).

1p0A) —
— —sinf [0p0a) +cosb [Opla),
—

(7.41)

)
)
[Opla)
)

[Ipla [Ip1A),

where cosf =tan(¢g/2). If we then make a von Neumann measurement
consisting of the projectors Py =|+)+|, P_=|—)}—|, and Po=1—P, —
P_, where

|4) = (10p0A) % [1p0A)) /2, (7.42)

we can unambiguously determine the input state (with a certain prob-
ability of the success). This measurement is optimal in the sense that
the probability of inconclusive result is the lowest possible (and it is the
same for both states). The probability of the successful discrimination is
2sin?(¢p/2).(62

Let us suppose now the set of pairs

[¥1) = «|0p) + B |1D),

(7.43)
|¥2) = @ |0p) — B |1Dp),

where o =cos(¢/2) and B =sin(¢/2), for all ¢ from the interval (0, ).
That is, we consider all pairs of states that lie on a real plane and that
are located symmetrically around the state |Op); see Fig. 13. Further, let
us suppose that the ancillary qubit is allowed to be in an arbitrary pure
state

|E)a=al0a) +D|14). (7.44)
Thus the total input state reads

(W)pa = (a|Op) B |1p)) @ (a|0a)+b[1A))
— 0a |0p0a) +ab [0pla) £ Ba|lp0a) £ Bb|Ipla).  (7.45)
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Fig. 13. The states |¢) and |y¢p) [defined
by Eq. (7.44)] with real coefficients « and B
can be visualized in a two-dimensional real
space. The angle ¢ is related to the overlap of
the two states: (¢1|¢y) =cosg = Ictl2 + I,BI2 =
2l —1.

After the action of transformation (7.42) on this state one obtains the
resulting state in the following form [the transformation is fixed for all ¢;
still cosf =tan(gy/2)]

Z/[DAN’)DA = (O{aCOSG—OleiIlQ) |0D0A>
+ (@asinf +abcosh) [0ply)
+Ba|lp0a)£Bb|1pla). (7.46)

If the coefficients a and b in the state of the ancilla are chosen in such a
way that

UpalW) pa = (aacosd —absind) =Ba:=q /2 (7.47)

then the expression (7.46) simplifies to the form
UpalV)pa=q |E)+const; |Opla)E£consty [Ipla), (7.48)
where the states |+) are defined by Eq. (7.42). Clearly, applying the projec-
tive measurement introduced above one is able to discriminate unambigu-

ously states (7.44) for any given ¢ € (0, 7) provided he/she has prepared
the proper state of the ancilla. The first term in Eq. (7.48) corresponds
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to the successful discrimination, while the last two terms correspond to
inconclusive results. The probability of success is

Psuce = q1% = Popt R(¢, g0) =2 sin” § R(g, 90), (7.49)

where

cos¢q (cosgp+1)
R(p, po) = - . 7.50
(. 90) 1 4 cos gy — sin ¢ sin ¢ ( )

is the ratio between the actual value of the probability of successful dis-
crimination and its optimal value. This expression is obtained from the
condition (7.47) together with the normalization relation |a|*>+ |b|?>=1.

From above it follows that it is possible to implement a “univer-
sal quantum multi-meter” that is able to discriminate probabilistically but
unambiguously (with no errors) between two non-orthogonal states for the
large class of non-orthogonal pairs. The selection of the desired regime
(i.e., the selection of the pair of states that should be unambiguously dis-
criminate) is done by the choice of the quantum state of the ancillary
qubit. This program state selects the measurement to be performed on the
system. The probability of the successful discrimination can be optimal
only for one such pair of states.

In the limit case when ¢y=0, i.e., 0 =m/2 (this is the fixed parame-
ter of the employed unitary transformation), the probability of the success-
ful discrimination for different ¢’s (i.e., for different settings of the ancilla
and different pairs of input states) is the same as in the “quasi-classical”
case, Psycc = %sin2<p. By a quasi-classical approach we mean the proba-
bilistic measurement when one randomly selects'! the projective measure-
ment in one of two orthogonal basis that both span the two-dimensional
space containing both non-orthogonal states of interest (7.44). One basis
consists of the state |1;) and its orthogonal complement |1//1J-). If one finds
the result corresponding to |lﬂ1l> he/she can be sure that the state |y) was
not present. Analogously, the other basis consists of the state |¢») and its
orthogonal complement.

On the other hand, when ¢g=m/2, i.e., § =0, there is no way how to
fulfill the condition (7.47) with a #0 (and Psyec #0) unless a =B =1//2.
That is, only two orthogonal states (7.42) can be unambiguously discrim-
inated.

If the parameter ¢y is somewhere in between 0 and 7/2 the proba-
bility of success (as a function of ¢) is very close to the optimal value in

With the same probabilities provided that the frequencies of the occurrence of the input
states are also the same.
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Fig. 14. The ratio R(yp,¢g) of the actual probability
of successful discrimination to the optimal value of this
probability as a function of the angle ¢ between two
considered state vectors. The curve (A) shows the “quasi-
classical” limit (g9 =0). The curve (B) represents the case
when ¢g=m/4.

the relatively large vicinity of ¢g; see Fig. 14. However, for small values of
@ it goes below the success probability of the quasi-classical case and for
¢ =m/2 (orthogonal states) the probability of successful discrimination is
lower than unity.

One can ask for the optimal value of ¢¢ in the sense that the
average probability of successful discrimination [or, alternatively, function
R(¢, ¢o)] over some chosen interval of ¢’s is maximal. For example, if we
are interested in the average value of R(g, ¢g) over the interval of ¢ from
0 to /2 we find that it is maximized when ¢y~ 0.2357 (the correspond-
ing average value of R is 0.92).

For pedagogical reasons till now we have only worked with the states
from a particular real subspace of the Hilbert space of the data qubit. How-
ever, it should be stressed that the method works for any two “input” states
that are symmetrically displaced with respect to |Op). In other words, the
condition (7.47) can be fulfilled for any complex « and g. Simply,

b 1 ( ﬂ)
—=——\cosf——).
a sin@ o

The probability of the successful discrimination of states then reads

2sind B

1 —2cosO R(ap)’ (7.50)

Pgyce =

where 9 (aB) denotes the real part of af.
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Comments

Above we have proposed a programmable quantum measurement
device for the error-free discrimination of two non-orthogonal states of
qubit that works with a large set of pairs of states. The device can be
set to discriminate unambiguously any two states that are symmetrically
located around some fixed state [in the sense of Eq. (7.44)]. The setting is
done through the state of a program register that is represented by another
qubit. This means that the particular pair of states that can be unambig-
uously discriminated is specified by the state of a “program” qubit. Two
possible input states of the “data qubit” that are in correspondence with
the program setting are never wrongly identified but from time to time
we can get an inconclusive result. The probability of successful discrimi-
nation is optimal only for one program setting. However, the device can
be designed in such a way that the probability of successful discrimina-
tion is very close to the optimal value for a relatively large set of pro-
gram settings. Let us stress the quantum nature of the “programming”:
The states of the program register that represent different programs can
be non-orthogonal.

8. APPROXIMATE PROGRAMMABLE QUANTUM PROCESSORS

In this section we shall discuss processors that approximate sets of
unitary operators. We shall show, for a given processor, how to select an
optimal program vector to approximate a particular unitary operator. In
addition, we shall give a lower bound on the number of dimensions the
program space must have to approximate a set of unitary operators to a
given level of accuracy. In the last part of the paper we will address the
question of optimal programmability, i.e., which processor is the best in
approximating all channels.

8.1. Optimal Program States

Let us consider a processor that acts on the Hilbert space H=Hy ®
H,, where Hy is the data Hilbert space and H, is the program Hilbert
space. Let us denote the dimension of H,; by D and that of H, by N.
The processor itself is represented by a unitary operator G, which acts on
H. The action of the processor on the input state [y)q|E), is given by®

N
GY)a®IE) =D A;E)Y)ali)p, 8.1)

j=1
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where {|j)plj=1,...,N} is an orthonormal basis of #,. The operators
A;(EB) are expressed in terms of the operators Aj;, where G is expressed
as

N

G= > Aj®|j)pplkl. (8.2)
Jj.k=1

These operators obey the relations

N 1.
D A Ajk = Ladiio
k=1
N
D Al Aik= 1485, (8.3)
k=1

where I; is the identity operator on Hy. The operator A;(E) is given by

N
Aj(B)=D Aji p(k|B)p, (8.4)
k=1
from which it follows that
N
ZA;(E)A.,‘(E):I[,. (8.5)
j=1

We now need to discuss how to measure how close our processor
comes to achieving a particular unitary operation. We shall use, what has
been called by Gilchrist ez al., the process fidelity,®® which was originally
proposed by Raginsky.(>-79 It is defined as follows. Let 71 and 7> be two
completely positive maps, which map operators on the Hilbert space K
onto operators on the same space. We shall assume that the dimension of
K is finite and equal to D. The Jamiolkowski isomorphism allows us to
associate a density matrix on ® K with each of these maps. Define the
maximally entangled state

D
1
D)= — i), 8.6
|®) m};mm (8.6)
where {|j)|j=1,..., N} is an orthonormal basis of K. For each map T},

define the density matrix p; to be

pj=TT)(P)(P]), (8.7)
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for j=1,2, where Z is the identity map. The process fidelity is defined as

2
Fproc(TL )= |:Tr \/P_IPZ\/E] . (8.8)

The process fidelity has a number of useful properties that are dis-
cussed in Refs. 69, 70 and 68, one of which is the fact that it is symmetric,
ie., Fproc(T1, T2) = Fproc (T2, T1).

We are going to be interested in the case in which one of the maps is
unitary. In particular, let us assume that 7j(p)=UpU ! for some unitary
operator U. In this case we have that p; is a pure state so that ,oll / 2=,01.
This gives us that

172
D
1 _ Cy .
TryVoro/or=— | 2, (WU DAjRhUIR) | - (89)
j1.j2=1

If 75 is the result of the action of a processor, we have for a density matrix
pd, representing a data state, that

N
Ty(p)=D Aj(E)paA;(E), (8.10)
j=1

which gives us, finally, that (we denote the map T; by the operator U)
. 2
F(U, Tz)zﬁZ‘Tr(U_lAj(E)) . (8.11)
j=1

Using the notation for the Hilbert-Schmidt scalar product (A|B)=TrA"B
this can be rewritten in the form F (U, Tz):# Zj |(Aj(E)|U)|2.

This fidelity can also be expressed in terms of the operators A ji.
Defining the matrix

Mk, = é iTr (A5,0) Tr (V" A0, (8.12)
j=1

we have, from Eq. (8.4), that

N

FWU.T)= > p(Elk)pMis, pka|E) . (8.13)
ki1,kr=1
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Now consider the following problem. Suppose we are given a pro-
cessor and we wish to find the best program to approximate the unitary
operator U, where by best we mean the program that maximizes the pro-
cess fidelity. An examination of Eq. (8.13) shows that this can be accom-
plished by finding the eigenvector of M = Zkl,kz My, i, k1) (k2| with the
largest eigenvalue, and choosing the program vector to be this eigenvector.
The corresponding fidelity will just be the largest eigenvalue of M.

This procedure is particularly simple to carry out when the processor
is, what was called in Ref. 9, a U processor. This is a processor that is a
controlled-U gate. Each basis vector |k), in H, is associated with a uni-
tary operator Uy acting on Hy. That is, if the program state is |k),, then
the operator Uy is applied to the data state. The operators Aj; for this
type of processor are particularly simple, A =38;rUx, which implies that
the matrix M is given by

1 2
Mo =3 ITe(UT Uk [ 8tk (8.14)

Because in this case M is diagonal, we simply find the diagonal element
that is largest. This is the largest eigenvalue of M and the maximum value
of the fidelity. The value of k corresponding to this diagonal element tells
us which of the basis vectors |k), is the program that will achieve this
fidelity. This implies that to best approximate a unitary operator U by a
U processor, we simply find which of the unitary operators that the pro-
cessor can perform perfectly has the largest Hilbert-Schmidt inner product
with U and perform that operation. Note that this prescription does not
make use of superpositions of the basis states in the processor.

8.2. An Example

Before proceeding with the exploration of the general properties of
approximate quantum processors, it is useful to analyze the following
example. We shall consider a processor acting on qubits with an N
dimensional program space spanned by the orthonormal basis {|k),|k =
0,..., N —1}. Define the shift operators E; and E_, acting on the pro-
gram space as Ey|k)=|k+1) and E_|k)=|k — 1), where the addition and
subtraction are modulo N. We also define the program states

1 N—-1 '
|9>:J_ﬁ > e k). (8.15)
k=0
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If 6=6,,=(2mm)/N then the state |6,,) becomes an eigenstate of E; and
E_

Eq|0n)=e""10n):  E_|0n)=e"""(0y). (8.16)

For the qubit, whose Hilbert space is spanned by the two orthonormal
vectors |0)y and |1)y, define the operators o™ and o), where o(™|0), =
1)g, P |1)y=0, and ) = (¢™)". We shall consider a specific realiza-
tion of the U processor defined by the operator G acting on Hy ® H,

G =exp [i (%) (a<+>®E_+a<*>®E+)]. (8.17)

The fact that G is a U processor can be seen when we let G to act on the
state |Y)q|6n),. Here we obtain the result

12m) = G(¥)a @ [0m) p)
b/

— exp [i (E) (e_i9m6(+) +el‘9mo(—>)] V)d ®[0m)p.  (8.18)
Defining
U(6) =exp [i (%) (e*“’a(+>+ef%<*>)], (8.19)

we see that we can perform U (9) perfectly when 6 =6,,, for some m. Sup-
pose, however, we are interested in using this processor to approximately
perform U(0), for 6 not equal to any of the 6,,. We know what the opti-
mal strategy is from the previous section, find the operator U (6,,) which
has the greatest overlap (in the sense of the Hilbert—-Schmidt inner prod-
uct) with U(0) and perform that operation. Here we are going to examine
a strategy, which is simpler to implement, but not optimal. We shall simply
use the state |9), as a program state. We find that this gives us a process
fidelity of

SIn’[N (B, — 6)/2]
sin®[ (6 —0)/2]

1 N-—1
F=—3 > cos* (O —6) (8.20)
m=0

This sum is an oscillatory function of 6 with a period 27 /N. The minima
of this function are achieved for 6 =7/N +27k/N when the process fidel-
ity takes the minimal value Fp;,=1—2/N.

Let us see how this compares to using the optimal program states.
The process fidelity between the operators U(0;) and U (6») is given by

FU ), U(6)) =cos(0; — 63). (8.21)
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If we approximate U (#) by U(6,,), where m is chosen so that U(0) and
U(9,) have the largest Hilbert—-Schmidt inner product, then the fidelity is
bounded below by

F>cos’ (%) ~1— (%)2 (8.22)

Note that in this case the error is of order 1/N?, while in the previous
case it was of order 1/N, so there is a cost to not using the best program
states.

What we then have is a an approximate processor that can be made
very accurate by choosing N large enough. It achieves an accuracy of
order 1/N in approximating U(#) with the simple program state |0)4,
which is not as good as the best accuracy, 1/N2, but the approximation
in none the less a good one for N sufficiently large. Thus, we see that a U
processor, making use of a simple program, can be quite useful in approxi-
mating the action of a set of operators labeled by a continuous parameter.

8.3. Bound on Program Space Dimension

We would now like to find a bound on the resources required to
achieve a given accuracy in approximating a set of unitary operators by
means of a fixed processor. In particular, we want to see how the dimen-
sion of the program space grows as the accuracy of the approximation
increases.

The Schwartz inequality |(A|B)| <+/(A[A)(B|B) implies that

ITr(UTA;(8))| <V DITr(AL(8)A,; (BN, (8.23)

and, therefore, if the action of our processor with the program state |E),
is given by the map T, we have that

1 .
FU,T) = -5 > ITr(U'A JEN?
1

N
2
j=
1 N
< BZ{Tr(A;(E)Aj(E))z 1. (8.24)
j:

In the last equality we used the normalization property of Kraus opera-
tors (8.5), i.e, 3, A'J‘I(E)Aj(a)zl.

We begin by assuming that the fidelity is 1 and seeing what this
implies about the operators A;(E). If F(U,T) =1, then, we see from
above, that Schwartz inequality has to be saturated. This means that the
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operators A;(E) and U are colinear, i.e,, A;(8)=p;U, where §; is a com-
plex number. Furthermore, Eq. (8.5) implies Z;V:l B j|2= 1. Now suppose
that we have two different unitary operators that can be realized perfectly,
U; by the program state |21), and U, by the program state |E,). There-
fore, A;j(E1)=p1;U1 and A;(Ey)=p,;U>. We then have that

N N
D BiiBUr Uy =D ALEDA;(ED)
j=I j=I
=1y p(El|EZ>ps (825)

where we have used Egs. (8.4) and (8.3). If U; # U,, then this equation
implies that both ,(E;|E>), and Z?’:l By ; B2 are zero. This result is sim-
ply a restatement of the Nielsen—Chuang theorem: If two unitary opera-
tors are realized perfectly by a processor, their program vectors must be
orthogonal.

Now let us suppose that the processor performs the operation U with
a fidelity greater than or equal to 1—¢, ie,, F(U,T)>1—¢, where T is
specified by Kraus operators A;(E). Let us express these operators as

Aj(E)=B;U+B;(B), (8.26)

where Tr(U *B./(E)) = 0. This decomposition is unique. The inequality
F(U,T) > 1 — € implies the following condition on coefficients f; =
1 =

5 WUIA;(8))

1 N N
I2F(UT)=15 2 IWIA;ENP =3 IBiP=1-c. (827
j=1 j=1

Tracing both sides of the normalization condition j Aj(E)TA J(BE)=1 we
obtain the inequality - Tr[B,-(E)TBj(E)]=Zj(Bj(s)|Bj(E)) < De.

Next consider the situation in which our processor can approximate
two unitary operators, U; and Uj, each with a fidelity greater than or
equal to 1 —e. In particular, if 7| is the map produced by the program
state |E1), and T» is the map produced by the program state |E5),, then
both F(Uy, Ty) and F(U,, T») are greater than or equal to 1 —e. We also
have that

Aj(E1) = B1;U1 + By (E);
Aj(B2) = BojUs+ Baj(E),

(8.28)
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where Tr(UlTBlj(El)):Tr(U;sz(Ez)) =0. As in the case when the uni-

tary operators were performed perfectly, consider the quantity

N

la(E1]82) = 3 A;(E'A;(E2)

~.
Il
—_

Il
Mz

1

~.
I

Let us evaluate the absolute value of traces of both sides

S
w
ol
2
Il

> (Aj(E)IA;(E)
J

= | D 18782 (U1|U2) + B} (U1 Byj)
J

+ B2j(B1j|U2)+ (B1j1B2j)]

IA

In the last line we used the formulas

Z|(Blj|BZJ)|< > J(B11B1)(Bajl Ba)

\/Z(Bl,wl,) > (Bayla))

< De,

and

Zﬂl,(UnBZ, <Z|,31,|\/(U1|U1)(32,|le)
< Df

ﬁl,U*+B (EDI[B2; U2 + Baj(E)].

((ULUDI D B;Bajl +2D /e + De.
J

(8.29)

(8.30)

(8.31)

(8.32)

As a result we obtain the bound on the inner product between two pro-

gram states

1
(E1182)| = 511 |U2)] ;ﬁiyﬁzj +2/e+e.

(8.33)
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Next we will estimate the first term. The idea is to use Eq.(8.29) and
apply both sides to a special vector [y,) that maximizes the quantity 1—
|(w|U1TU2|1p)|2. Let us denote this maximum by 7, i.e.,

n=max[1 =y 1U]U2)P] (8.34)

This quantity describes the distinguishability of two unitary transforma-
tions, and a short calculation shows that 5 < ||[U; — Us||2. After applying
both sides of Eq. (8.29) to |¢,) we find the components of the resulting
vectors orthogonal to |,;) by applying the projection operator PnL =1-
[Yry) (Yry| to both sides. The left side vanishes and we obtain the equality

0= P> AJEDTAEDIYy)

J
; . (8.35)
= > B}:2j Pi-U{ Ualyry) + o),
J
where
N " L
j0) = P> (B;U] B2y (E2) + By B, (BN
j=I
+B] (BB (E2)) I¥y). (8.36)

We now want to find a bound on |lw]||. Using the facts that the operator
norm is bounded by the Hilbert-Schmidt norm, we have that

N N
> BI(ENB;(E)| < D (Bj(ENIB;(E)'

j=1 j=1
X (B;(E2)|B;(Ex)!/?
<eD, (8.37)

and

N N
S BLUTB(E)| = D 1B11(B, ()1 B (Ea) 2

Jj=l1 j=l1

< eD. (8.38)
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Applying these inec%ualities we have that ||o|| <eD +2./eD. In addition,
we find that ||P,7LU1 Uyl = /0. Therefore, we can conclude

N
eD+2+eD
BB < ———. (8.39)
jgl 12 \/ﬁ
Defining
D +24/eD
F=min(1, &5V ) (8.40)
n
we have, finally, that
A F
I(Dlldz)liBI(U1IU2)|+2«/E+6~ (8.41)

Note that in the case that both operations are carried out without error,
in which case € =0, this inequality implies that the program vectors must
be orthogonal, recovering the known result.

Now suppose that we have M unitary operators that we want imple-
mented by a processor so that the process fidelity for each of the oper-
ators is greater than or equal to 1 —e. How many dimensions must
Hp, have? In order to answer this question, we first find the values of
Y = (F/D)|(U;j|Uy)| corresponding to each pair of operators in our set,
and use these values to find the largest set of linearly independent vec-
tors in the set of program vectors. Linear independence can be deduced
from the following result: If {vi|k=1,..., K} are vectors of length 1, and
[{vk, lviy)| <1/(K —1), then the vectors {v|k=1,..., K} are linearly inde-
pendent.® 1D Suppose that there is a subset of our operators, with M’
members, whose pairs have small values of Y, and let the largest value
of Yji for this subset be Yiyax. Then we have for all of the program vec-
tors corresponding to this set, that

|<Ej|Ek)|SYmax+2\/E+€:CI(YmaXae)- (8.42)

Let K, be the largest integer such that K, < (1/q)+ 1. What the result
we just quoted implies, is that any set of vectors whose size is K, or less,
will be linearly independent. Therefore, if M’ <K, then all of the program
vectors will be linearly independent, and the dimension of 7, must be at
least M'. If M’ > K, then the dimension of 7, must be at least K,. This,
then, is the restriction our result imposes on the dimension of the program
space.
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As an example, suppose we want to implement the operators I, oy,
03, and o3 on qubits, where the operators o, for j=1,2,3, correspond
to the usual Pauli matrices. For all pairs of these operators we find that
Y =0, and

q(0,€)=22¢ +e. (8.43)

Our bounds then give us that for € <0.02 the program space must have
four dimensions, for € <0.05 it must have at least three dimensions, and
for € <0.17 it must have at least two dimensions.

8.4. One-Parameter Group: Two Approaches

Programmable processors can be exploited to implement quantum
maps probabilistically. In this case a specific measurement on the program
state is performed and if an a priori defined result is obtained then we
know that a desired operation has been performed on the data. In other
words the specific measurement that is accompanied by a post-selection
induces the desired transformation of the data register. As was discussed
in Ref. 11 a probabilistic processor without measurement can be used as
an approximate processor. In this case the transformation can be expressed
as

Eelol= Psuccess 7 [0]+ perrorN[0], (8.44)

where 7 is the channel we want to approximate, and pgyccess and Perror are
independent of the input data state, p. Due to the concavity of the square
root of the process fidelity we find that pgyccess < F (&, 7), i.e., the accu-
racy of the approximation is bounded from below by the probability of
success.

Here we want to compare the performance of a probabilistic pro-
cessor used as an approximate one with a different type of approximate
processor in order to see which requires greater resources. Both will be
used to implement operators in the same one-parameter group. In partic-
ular, consider the operations on qudits (with orthonormal basis {|k)|k =
1,..., D}) specified by

U®) =11+ X, (8.45)

where X =", |k)(k|, and 0<6 <27.



412 Buzek, Hillery, Ziman, and Rosko

Consider the processor described by the operators Aj; for 1 <j, k<
N, where

) S X Sk I (1] j<N;
Afk—[ SxiX 4ol j=N. (8.46)
originally described in Ref. 42. With the program state
N
|2) = Z =18 gy (8.47)
k:
we find that for 1<j<N—1
1 ..
Aj(B)=—= U Dy (0, 8.48
i(8) i () (8.48)
and for j=N
oL iv=ne
AN(H)_W (e X+|1><1|). (8.49)

What this means is that if after the action of the processor, the pro-
gram state is measured in the basis {|1),,...|N),} and if the result |j), is
obtained, where j # N, then the operation U(f) has been carried out on
the data. However, if the result |N), is obtained, then the operation U(6)
has not been performed. Because each of these outcomes is equally likely,
the probability of obtaining the desired result is (N —1)/N. If instead of
measuring the output of the program register we discard it, i.e., trace over
it, we can use this processor as an approximate one. The process fidelity in
this case is given by

F=1- %(1 —Ccos(N6)). (8.50)

Another processor that will approximate this one-parameter group

can be constructed by dividing the interval [0, 27) into subintervals and

approximating all of the operators U () for 6 in a particular subinterval

by a single operator. In particular, let A6 =x/N, and approximate U (0)

for 2jA0 <0 <2(j+1)A0 by U;j=U((2j+1)A#), where j=0,1,...,N—1.
We now define a U processor by setting, for j,k=0,1,...,N—1

Ajk=368;xUj. (8.51)
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In order to approximate U(0) for 2jA60 <6 <2(j + 1)A6#, we choose the
program state |E), =|j),. For this processor we find that

_2D-1

_ 2
I_F< NZ(D 1)71_
D2

D>  4N?
By comparing the two fidelities, we see that for a fixed value of the pro-

gram space dimension, N, the second processor will provide a greater
accuracy.

(1 —cos AH) (8.52)

Comments

In this section we have examined the approximation of a set of uni-
tary operators by means of a programmable quantum circuit, i.e., a quan-
tum processor. The programs themselves are quantum states. We have
shown, for a fixed processor, how to find the program that induces the
best approximation of a particular unitary operator. In addition, we have
found bounds on the size of the program space that is necessary to
approximate a set of operators to a given precision.

Approximate processors can be characterized by their accuracy and
by the resources they require. By the accuracy, or level of precision, we
mean the quantity eg =1 —ming [ maxges(x,) F(E,&)."? Here T is the
set of maps we want to realize, S(H,) is the set of positive operators
on H, with trace one (note that we are allowing mixed program states
here) and &lo] =Tr,Go ® £G'. The dimension of the program space,
N, characterizes the resources required. We wish to know how these two
parameters are related. We have made some progress here in exploring this
relation for limited sets of maps. The problem becomes more difficult if
one considers I' to be the set of all unitary maps and harder yet if it
is the set of all completely positive trace-preserving maps. Once we have
these definitions of precision and resources, we can consider two problems.
First, given a specific degree of precision &g for some set of maps I', how
large must the program space be? Second, for fixed resources, what is the
optimal processor, i.e., for which G is the accuracy the best (¢g the least)?
In Ref. 71 one case of this problem was solved by D’Ariano and Per-
inotti. The data states were qubits, and " was the set of unitary opera-
tors acting on a single qubit. The program space was also a single quibit
so that N =2. They then showed that the optimal accuracy is given by
eg =3/4. This precision can be achieved when G is a swap gate,"? i.e.,
Caiap (V) ® |¢)) = |¢) @ |¥) for all states |v), |¢). For a processor with
both the data and program spaces having the same dimension D and G

12The definition of the accuracy of the processor &g is not unique. For instance, one can
consider the CB-norm and use averages in the definition.
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given by the d-dimensional version of the swap gate, we find that F(U, &),
where & is the map induced on the data by the processor with program
g, is independent of both the program and U, and is equal to 1/D2. This
implies that for this processor, the accuracy is given by e =1— #. We
suspect that this is the optimal value if the size of the program register
equals to the size of the data register, i.e., N = D, but whether this sus-
picion is correct is beyond the scope of this paper and will be analyzed
elsewhere.(’?

There are many open issues remaining. One possibility is to shift our
focus, and rather than ask what type of the processor can perform a given
set of operations with a particular level of precision, ask instead if it is
possible to characterize the operations that a given processor can perform
to a specified accuracy. Another issue is the following. So far, we have
assumed that we are approximating a set of unitary operators with just a
single use of a processor. What happens if we can use the same processor
more than once? It turns out that multiple usage of the processor can sig-
nificantly improve the accuracy of the approximation. In particular, when
the U processor (which can perform a set of unitary operators perfectly)
is used n times, the one can perfectly perform not only the original set of
operators, but any product of these operators that is of length n or less.

It would also be useful to find specific processors, which are not U
processors, that can approximate a wide class of unitary operations. As
we have seen, superpositions of the basis program states are not useful in
optimally approximating a unitary operator with a U processor, but they
very well may be useful in doing so with other types of processors.

Probabilistic processors have shown themselves to be very flexible
devices. They can perform large classes of operations while requiring only
limited resources. Their drawback is that these operations are performed
with a probability that is less than one. It remains to be seen how flexible
deterministic processors are, but the results here place some constraints on
what they can accomplish. In this paper we have given an example of how
a probabilistic processor can be used as an approximate one.

9. CONCLUSION

We have introduced a concept of programmable quantum devices.
These devices take as an input two registers: the data and the program
register. A quantum state of the program register contains information
about the transformation to be performed on the data register. The use-
fulness of this set up is obvious when we consider a situation when a set
of instructions that characterize an operation to be performed on the data
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is encoded in a single copy of a quantum system. This may happen when
the set of instructions (a program) is obtained as an output of a quantum
computer (whatever this device is). This output state might be in general
unknown. In this situation one has two options: Firstly, one can measure
and estimate the program state and with the obtained classical information
one can perform a classical control of the evolution of the data register.
The main obstacle in this approach is that the fidelity of estimation of a
state of quantum system based on a measurement of just a single copy of
the state is negligible small (it is inversely proportional to a dimension of
the Hilbert space of the program register. This is the reason why the pro-
grammable quantum processor that takes as an input the unknown quan-
tum program register is a better alternative. The quantum processor will
perform operations that are specified by the program register even though
a (classical) user of the processor does not have an information about the
set of instructions.

In the paper we have analyzed various aspects of programmable
quantum devices. We have considered deterministic as well as probabilis-
tic programmable quantum processors. We have shown that probabilistic
processors are universal, though the price to be paid for the universality
is that the probability success is inversely proportional to the dimension of
the data register. Luckily enough, there exists a solution to this problem—
errors in implementation of probabilistic processors can be compensated
via multiple run of the processor with error-correcting program states. We
have shown how one can systematically improve performance of probabi-
listic quantum processors.

Through the paper we have been referring many times to the QID.
This remarkably simple quantum logical network composed of four C-NOT
gates has a potential of realizing many tasks in quantum information pro-
cessing. Depending on the state of the program register the QID can be
used for quantum cloning or for performing a universal NOT gate. It can
serve as a universal probabilistic programmable processor, it can be used
to perform specific POVM measurements. It is a challenge to realize this
quantum “machine” experimentally.
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APPENDIX A: PREPROCESSING SUCCESS PROBABILITY

We have seen how the preprocessing scheme works for |Z4)®? and
|E¢)®7, and that it produces the same probability for success as the one-
shot and iterative schemes with the same starting states. The general
scheme for preprocessing 2X — 1 copies of the basic program state, where
X is an integer, is an extension of the method used in Sec. 5.1.2 (see
Ref. 73). Given |Eg)®2x_l, the best VMC/HZB program state that can be
produced is |Eéx)), because the phases start at 0, rise in increments of —if
and the largest phase in |E.9)®2X_l is —i(2X —1)0, which is also the big-
gest phase in |E§X)), where the phases also rise in increments of —if from
a phase of 0. The strategy will be to permute the phases on the 2241
terms in |Eg)®2x_l, where the number of terms with each phase is bino-
mially distributed, in a useful way and then measure the leftmost M =
2X —1— X qubits to project into a remainder X-qubit state which will be
|’~‘(X)) or some other state which, upon further measurements of leftmost
remaining qubits, will be projected into |"(r)) where re{1,2,... X —1}, up
to a global phase, as was the case in the examples in Sec. 5.1.2 for X =2
and X =3, i.e., the permutation achieves:

1 22X—1 1 2M_1
e jy — — k) ®kz) . (A1)
V22¥-1 Z(:) 2M ;

The X-qubit states |kg) are given by

2X-1_q

=3 2 (neie). (A2)

=1 =0

where the |¢) are (X —[)-qubit computational basis states and normaliza-
tion requires that

lafi P =1 (A3)

and we note that not all of the alk need be non-zero. In addition, these
coefficients have to be such that the measurement outcomes subsequent to
the initial M-qubit measurement are entangled with a particular eventual
outcome, i.c., one of the |E!) so that if we measure the initial M qubits
then carry out some more measurements, that the final measurement out-
come |¢) tells us what VMC/HZB program state we have.



Programmable Quantum Processors 417

The allocation of phases in the construction of the permutation is
done in the same way as was shown in some detail for |E4)®7, which is to
say, first one of each phase is allocated to the 2X terms that will produce
|EéX)) upon one outcome of the measurement of the M leftmost qubits.
Following that, phases —if...—2X=1ig and —i2¥~1—1o...—i2¥ -2)0
(that was —i6 to —4i60 and —3i0 to —6i6 in the X =3, N =7 example)
are allocated to sets of 2¥~! terms until the phases —if and —i(2X —
2)0 are exhausted and then phases —2i6...— (¥~ 1 +1)i# and —(2¥~! —
2)if ...—i(2%X —3) are allocated, etc, until there are only 2X~! —2 different
phases left available (the “middle” 2X~! —2 phases if laid out as in the
tables of Sec. 5.1.3). These groups of terms will be those that realize
|Eéx71)> post-measurement. Following this, the procedure is to allocate
groups of 2X~2 phases so as to create groups of terms that will realize
—~(X—2) : -
15N ) post-measurements, and so on, until the last remaining phases,
—i@2X~1—1)0 and —2X~1i9, are allocated to the terms that will produce
|Eél)) post-measurements.

The key facts here are that all of the phases can be allocated in this
way to a group of terms associated, post-measurements, with the realiza-
tion of a state |E(0)s), where s <X, as a little thought will show. Fur-
thermore, with the phases allocated in this way, every group of phases
allocated contains the “middle” two phases, —i (2*¥~! —1)6 and —2X~1;#.
Thus, the number of groups of phases, W, is equal to the number of terms
in |E¢)®2"~! that have phase —i(2X~1 —1)0 or —2X~1i0, ..,

2X 1
W= 2 (Ad)

If the number of groups corresponding to |E(f)s), is W, then, because
each individual phase from the terms in |E@)®2X_1 is allocated to one of
these groups,

X 2X

Additionally, because all of the 221 terms in |E@)®2X’1 end up per-
muted into one of these sets, and because each set of form |Eg)) contains

25 terms, with Wy sets of form |E((f)) and s different types of set, then

X
> 2w, =2@"D, (A6)
s=1
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The probability, g5, that the final result is |E§Y)) following measurement(s),
can be expressed in terms of Wy. It is equal to the number of terms that
belong in sets of form |Eé‘y)) divided by the total number of terms, i.e.,:

25 W,
qs = m (A7)

Each state |Eés)) will, if it is the outcome of the calculation, succeed
in the VMC/HZB scheme with a probability p, given by:

1
ps=1— > (A8)

from Eq. 5.7.

The total success probability, py, from preprocessing |Eg)®2x_l fol-
lowed by the input of the resulting state as the program state into the
HZB/VMC scheme, is

X
Px = ZPSCIS
K
1 X X
= m(ZTWs _ZWS)
s=1 s=1

1 2X |
:1—m((2x_2)/2). (A9)

where the last step was achieved using Egs. (A5) and (A6). The total num-
ber of basic program qubits, N, is given by:

N=2X_1 (A10)

and substituting this into Eq. (A9), the overall probability of success, p,
is given by:

1 N
p=1_2—N((N_1)/2). (LD

This is the same result as for the single-shot and iterative procedures on
|E¢)®" and so preprocessing gives the same overall probability of suc-
cess as in those case and the result is proved. Although this calculation
is based on a specific method of allocation of the states, it will be true
for any permutation allocation that puts all of the phases in the state
|Eg)®2x’1 into a grouping that produces a state |E(0)y),, s <X and in
which each grouping contains the two “middle” phases, i.e., the phases
—i(2X=1—1)0 and —2%"1ig.
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